


This issue has several articles about the nervous system and one on Myo-
pia.  Art student Karen Bleich prepared an original painting of the eye and 
several muscles that are associated with it.  If you look carefully you will 

see the nerves (yellow) on the muscles.  The addition 
of Karen to our staff continues the tradition of making 
“The Science Journal of the Lander College of Arts 
and Sciences – Flatbush” a publication that is truly of 
the students.  All writing, reviewing, editing, layout 
design and cover illustration are performed by those 
students on the Masthead with the exception of the 
additional reviews provided by the faculty reviewers 
and the oversight of the project by the faculty  
Advisor, Dr. Robert S. Bressler.  
 

 This issue completes Volume 7 and marks seven years of publishing this 
journal.  We appreciate our readership.  Any comments, manuscripts for 
consideration,  and other communications may be sent to touroscience-
journal@gmail.com  
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Introduction 

 Nearsightedness, or myopia, as it is medically 
termed, is a vision condition in which close objects are 
seen clearly, but objects farther away appear blurred. My-
opia generally occurs when the eyeball becomes elongat-
ed, or when the cornea, the clear front cover of the eye, 
has increased curvature. In myopia, light entering the eye 
does not focus directly on the retina rather in front of the 
retina, hence distant objects appear blurred. The more 
elongated the eye, the greater the myopia. 

 Myopia is a common refractive condition affecting 
approximately 100 million people in the United States 
(Vitale, et al., 2009). Its prevalence has increased over the 
past three decades, leading to a growing concern and in-
terest in both the public and scientific communities. Myo-
pia today is emerging as a global health problem, not only 
because of the costs associated with correcting refractive 
errors, but also because of the pathology associated with 
higher levels of myopia, such as retinal tears, retinal de-
tachments, and macular degeneration. The prevalence of 
myopia varies in different parts of the world. Generally 
speaking, myopia is much more prevalent in industrialized 
countries and cities compared to rural areas (Uzma, et al., 
2009). In 2009, a study showed that the prevalence of my-
opia in the United States, for people between the ages of 

12 and 54, surged from 25% in the early 1970’s to 42% by  
2000. In Taiwan and Singapore, myopia is found in approxi-
mately 30% of all children 6 and 7 years old, and increases 
to 80% in young adults (Saw, et al., 2002). The rapid in-
crease in the prevalence of myopia strongly suggests that 
environmental factors are having a considerable influence 
on the development of myopia not explainable by the ge-
netic model. The cause of myopia has been debated for 
decades, and the exact mechanism responsible for the de-
velopment of progressive myopia still remains unclear. 
There is significant evidence that many people inherit 
nearsightedness, or at least the tendency to develop near-
sightedness. If one or both parents are nearsighted, there 
is an increased likelihood that their children will be near-
sighted (Kurtz, et al., 2007). However, heredity alone does 
not explain why today there is such a dramatic increase in 
myopia. The dramatic increase in nearsightedness strongly 
suggests that, on top of the genetic model, environmental 
factors must be having a considerable influence on the 
development of myopia. Numerous studies support this 
hypothesis. This paper will review some of the recent re-
search that supports the theory that environmental factors 
are contributing to the increase in progressive myopia, and 
will briefly review some of the solutions that may help slow 
down this progression. 

Abstract 

Myopia, or nearsightedness, is a refractive error whose prevalence has increased over the past three decades, leading to 
a growing concern and interest among both the public and scientific communities. For years, the only explanation and 
basis for myopia has been genetic factors. However, the genetic model does not explain the dramatic increase in preva-
lence. Current research suggests that the increase is also due to environmental factors, such as fewer hours of outdoor 
activities, early educational pressures requiring intense close work, as well as a lack of exposure to sunlight. One study 
compared the prevalence and risk factors for myopia in 6 and 7-year old children of Chinese ethnicity in Sydney and Sin-
gapore. In another study, a diffuser was placed over the eyes of chicks which caused the eyes to grow excessively myop-
ic. This increased myopia was due to the lack of dopamine which originates from cells in the eye when stimulated by 
sunlight. One additional study suggested that formula milk, unlike breast milk, lacks DHA and can also result in myopia. 
The results of these studies suggest that progressive myopia is due not only to hereditary factors but also due to envi-
ronmental factors. Recognition of these factors may be useful in developing future treatments. 
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Discussion 

 A study carried out by Rose et al. (2008), showed 
differences in the prevalence of myopia in 6 and 7-year old 
children of Chinese ethnicity living in Sydney Australia vs. 
those living in Singapore. The study discovered that the 
prevalence of myopia was much greater for children living 
in Singapore (29.1%) than similarly aged children living in 
Sydney (3.3%). The range of spherical equivalents was 
−6.70 to +4.85 diopters for Singapore vs. −2.88 to +3.50 
diopters for Sidney. The mean spherical equivalent was 
−0.16 diopters for the former vs. + 0.86 diopters for the 
latter. Consistent with these differences in refraction, the 
axial lengths and anterior chamber depths, two additional 
markers of myopia, were also significantly greater in Chi-
nese children living in Singapore vs. those living in Sydney 
(Table 1). (Rose, et al. 2008) 

 Certainly, one factor that could possibly contribute 
to these large differences is parental myopia, which when 

present, has always been associated with a greater likeli-
hood of myopia developing in children (Mutti, et al., 2002). 
However, in this study, there were no differences in the 
proportion of children with 0, 1, or 2 myopic parents be-
tween the two cities. In the Sydney sample, 32% of chil-
dren had no parents with myopia, 43% had one myopic 
parent, and 25% had two myopic parents. This is compara-
ble to the Singapore sample where there were 29% with 
no myopic parents, 43% with one myopic parent, and 28% 
with two myopic parents. The genetic differences related 
to myopia in the two populations is not significant, hence 
environmental factors must be playing a role. 

 Lifestyle factors that could possibly be contributing 
to the differences are outlined in Table 2. The children of 
Chinese origin living in Sydney actually read slightly more 
books, spent more time reading, writing, using computers 
outside of school, and watched less television than did the 
Chinese children living in Singapore. The cumulative meas-
ure of near-work activity was greater in the Sidney children 
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vs. the Singapore children, but the differences were small 
in magnitude, not statistically significant, and do not ac-
count for the increased myopia in the Singapore children. 
The largest statistically significant difference observed was 
that Chinese children living in Sydney spent nearly 14 
hours per week in outdoor activities compared with just 
over 3 hours per week in Singapore. (Rose, et al., 2008) 
The authors offered two theories as to why the greater 
time spent outdoor by the children from Sydney may have 
resulted in less myopia. The first theory is that when out-
doors, children require less accommodation in their vision, 
since their focus is not on near objects. Viewing near ob-
jects such as reading requires an accommodative response 
from within the eye. Viewing distant objects does not re-
quire a similar response. The second theory is that outdoor 
activity results in more exposure to brighter sunlight, 
which stimulates the release of dopamine, a known growth 
inhibitor within the retina. 

Accomodation 

 The first explanation to account for the differences 
between the Singapore and Sydney children is related to 
the different styles of education within the two countries. 
In Singapore, most students are enrolled in a structured 3-
year preschool program, with the aim of ensuring that chil-
dren read fluently by the time they start school. In Sydney, 
most children attend a one year part-time preschool pro-
gram, which is largely concerned with social development. 
This is followed by enrollment in a full-time kindergarten 
year before 1st grade, again with an emphasis on social 
development (Singapore Ministry of Education, 2004). 
Differences in the educational intensity at such an early 
stage can certainly have an impact on the early appearance 
of myopia in Singapore. The higher levels of myopia in Sin-
gapore is a result from Singapore's competitive and aca-
demically oriented schooling system, where there is an 
emphasis on educational achievements (Saw, et al., 2007). 
Continuous close work requires increased accommodation 
which can start the children in Singapore on a trajectory 
toward developing myopia from a very early age. 

 Why does intense education and competitive edu-
cational achievement increase the prevalence of myopia in 
Singapore? When one views distant images, parallel rays of 
light enter the eye and converge at a focal point on the 

retina. However, when viewing objects from near, instead 
of parallel rays entering the eye, the rays are diverging. 
The diverging rays activate an internal ocular mechanism 
called accommodation, which stimulates the circular ciliary 
muscles causing the lenses to change their curvature to a 
more convex shape (Figure 1). This change in curvature 
allows the diverging rays to now focus on the retina. The 
authors postulated that the constant contracting and relax-
ing of the ciliary muscles will eventually result in an in-
crease in the axial length and a greater depth of the anteri-
or chamber. 

 
Figure  1: Accommodation (Elkington et al., 1999) 

 

 

 

 

 

 

 

 
 

 

A more in depth understanding of the mechanism of ac-
commodation will show how accommodative stress can 
result in axial elongation. Since small or near objects are 
typically focused at a further distance because of their di-
verging light rays, the eye accommodates by assuming a 
lens shape that has a shorter focal length. This reduction in 
focal length will cause more refraction of light and serve to 
focus the images on the retinal surface. 

 For near objects, the circular ciliary muscles con-
tracts, allowing the lenses to assume a more convex shape. 
The increase in the lens curvature corresponds to a shorter 
focal length. On the other hand, a distant object is typically 
focused at a closer distance because the light rays entering 
the eye are parallel rays. The eye accommodates these 
parallel rays by assuming a lens shape that has a longer 
focal length. Hence, for distant objects the ciliary muscles 
relax and the lens returns to a flatter shape. This decrease 
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in the curvature of the lens corresponds to a longer focal 
length. 

 As outlined in Figure 2, the ciliary muscles adjust 
the shape of the lens since the muscles are attached to the 
zonules of Zinn, which in turn are attached to the lenses. 
Contraction of the ciliary muscles slackens the zonules, so 
that they do not pull as much on the lenses. The lenses 
become rounder, and the eyes can now focus on near ob-
jects. When the ciliary muscles relax, the zonules pull the 
edges of the lenses so that they become flatter and thinner 
to accommodate viewing distant objects.  
     

 Figure  2: Accommodation Mechanism (Dortonne, 2011) 

 

 The intense contraction of the ciliary muscle is be-
lieved to be the basis for the abnormal elongation of the 
myopic eye. The constant focusing on near objects causes 
a spasm of the ciliary muscle, and traction on the sclera, to 
which the ciliary muscle is attached on its external side. As 
the muscle contracts and pulls on the sclera, it compresses 
and increases the pressure within the vitreous cavity or 
larger chamber of the eye. Over time, with continuous con-
traction on the outer sclera, the sclera stretches and elon-

gates, resulting in an enlarged eye. The body produces 
more aqueous liquid to fill the increased aqueous and vit-
reous cavity volumes. This increased elongation of the eye 
results in a progressive myopic state.   

 This explains why in Singapore the prevalence of 
myopia is higher. Since there is a greater amount of contin-
uous intense accommodative stress at a younger age, in-
volving reading, continuous computer viewing and other 
intense close visual work, the Singapore children may be 
more likely to develop nearsightedness. The assumption is 
that the continuous and intense accommodative mecha-
nism of contracting and relaxing at a young age when the 
eye is in its formative years of growth is responsible for 
axial length elongation. The constant viewing of objects at 
16-26 inches causes the focusing system to contract and 
get stuck at the near reading distance, thus stimulating the 
ciliary muscle leading to eye elongation and myopia. 

 Additional evidence supporting this hypothesis 
comes from Dr. Roger Zylberman, from the department of 
Ophthalmology at Shaare Zedek Medical Center, Jerusa-
lem, Israel (Zylbermann, et al., 1993). He examined Jewish 
teenagers attending school in Jerusalem. He took 870 stu-
dents: 175 males and 224 females from general schools, 
and 193 males and 278 females from Orthodox schools. 
The students' ages ranged from 14 to 18 years, as outlined 
in Table 3 (Zylbermann, et al., 1993) . 

 The distribution of the degree of myopia among 
the teenage students in Zylberman’s study is outlined in 
Table 4. The prevalence of myopia was 31.7% in females 
attending general schools, and 36.2% in females from Or-
thodox schools. However, it was 27.4% in males from gen-

Table 3. Age Distribution of Subjects 

            Female, No. [%]                Male, No. [%] 

         Age (Years)   General Schools                Orthodox Schools          General Schools                        Orthodox schools         Total 

14 40 (17.9) 64 (23.0) 56 (32.0) 43 (22.3) 203 (23.3) 

15 61 (27.2) 61 (21.9) 45 (25.7) 37 (19.2) 204 (23.4) 

16 42 (18.8) 46 (16.5) 22 (12.6) 37 (19.2) 147 (16.9) 

17 39 (17.4) 57 (20.5) 24 (13.7) 30 (15.5) 150 (17.2) 

18 42 (18.8) 50 (18.0) 28 (16.0) 46 (23.8) 166 (19.1) 

Total 224 (25.7) 278 (32.0) 175 (20.1) 193 (22.2) 870 (100.0) 
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in Table 3 (Zylbermann, et al., 1993) . 

 The distribution of the degree of myopia among 
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         Age (Years)   General Schools                Orthodox Schools          General Schools                        Orthodox schools         Total 
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eral schools, and 81.3% in males attending Orthodox 
schools. The difference in the prevalence of myopia be-
tween Orthodox males and all the other groups was statis-
tically significant Table 4 (Zylbermann, et al., 1993) . 

 The authors explained that the reason the inci-
dence of myopia was much higher in Orthodox Jewish 
males, was due to differences in their education systems. 
The curriculum and study methods in the Orthodox schools 
are distinctly different from secular schools. A moderate 
amount of accommodative eye use is required of male and 
female students in general schools, and of female students 
in Orthodox schools. Males in Orthodox schools, however, 
differed from all three other groups by their uncommon 
study habits characterized by sustained near vision, and 
frequent changes in accommodation due to their habitual 
swaying while studying. The rocking habit, by its constant 
defocusing and refocusing action, the variety of print size, 
and the need for accurate accommodation when reading 
the very tiny print in the Talmud, all require more intense 
accommodation. Overall, there is a very heavy accommo-
dative stress in the young Orthodox males. The high de-
gree and increased prevalence of myopia observed in the 
Orthodox male group is presumed to be due to their heavy 
accommodative needs, resulting from their unusual study 
habits. The higher accommodative needs of Singapore 
youth, could account as well for their increased myopia. 

Sunlight Effect 

 The second explanation for the differences in myo-
pia between Singapore and Sydney children, in regard to 
time outdoors, is related to sunlight exposure. Brighter 
light may reduce the development of myopia through the 

release of dopamine from the retina, which is known to act 
as an eye growth inhibitor (Stone, et al., 1989). 

 Dopamine is a neurotransmitter that plays a num-
ber of important roles in the brains and bodies of animals. 

In the brain, dopamine functions as a neurotransmitter, a 
chemical released by nerve cells to send signals to other 
cells in the brain. Outside the nervous system, dopamine 
functions in several parts of the body as a local chemical 
transmitter. It has a paracrine function, which means it is 
synthesized locally and it affects cells near the cells that 
release it. For example, in blood vessels it’s a vasodilator. 
In kidneys, it increases sodium excretion and urine output. 
In the pancreas it reduces insulin production. In the diges-
tive system it reduces gastrointestinal motility, and in the 
immune system it reduces lymphocyte activity. 

 In the eye, dopamine is released by a set of ama-
crine cells which then activate D1 and D2 dopamine recep-
tors distributed throughout the retina (Rohrer, 1993). Do-
pamine plays a role in light adaptation. A reduction in reti-
nal dopamine is known to occur in parkinsonian patients, 
resulting in reduced contrast sensitivity. Dopamine is also 
essential for eye cell survival, and for controlling normal 
eye growth (Witkovsky, 2004). 

 A study from the Australian National University 
showed that increased dopamine release, resulting from 
light exposure, stimulates D2 receptors within the eyes of 
chickens, resulting in suppression of axial elongation, or 
eye growth (McCarthy, et al., 2007). 

 The study was conducted as follows. When the 
eyelids of young chicks were sutured or when diffusers 
were put on the eyes of the young chickens, there was axi-
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        Table 4.  Distribution of the Degree of Myopia  
        Diopters Needed to correct Myopia                            % of Females                      % of Males 
                            General Schools    Orthodox Schools               General Schools    Orthodox Schools 

         - 0.50  to  -  1.75                  36.6                 36.8                                58.3                          22.9 
         - 2.00  to  - 3.75                                 38.0                         41.9                                31.3                          33.8 
         - 4.00  to  - 5.75                  18.3                         17.1                                  6.3                          22.9 
         ≥ - 6.00                                    7.0                           4.3                                  4.2                           20.4 
         Total Myopes                                                             31.7                         36.2                               27.4                           81.3 
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al elongation of the eyes, resulting in form deprivation my-
opia. However, if during the day the diffusers were re-
moved for short periods, allowing normal exposure to 
light, the young chicks did not develop elongation and my-
opia. The authors concluded that light deprivation resulted 
in myopia because of a decrease in retinal dopamine. The 
authors proved that by suturing the eyelids or using diffus-
ers on the young chicks there was impaired contrast sensi-
tivity. This led to decreased dopamine release, decreased 
D2 dopamine receptor stimulation and finally increased 
eye growth. 

 In a second experiment when the diffuser was not 
removed, injecting dopamine during total darkness also 
prevented myopia in the young chicks. And finally when 
the authors injected a dopamine antagonist before remov-
ing the eye diffuser, there was again increased myopia, 
even though the eyes were exposed to light, since the do-
pamine stimulation of the D2 receptor was now blocked 
(Boelen, et al., 1994). 

 To further support his hypothesis, McCarthy citied 
a similar study that showed that by removing the diffuser 
for three hours there was an increase in measurable dopa-
mine and less myopia in young chicks (Napper, et al., 
1995). 

 We see from these studies that normal vision and 
the prevention of myopia are related to the stimulation of 
dopamine release and activation of D2 dopamine recep-
tors. Since dopamine is necessary to maintain normal eye 
growth and prevent myopia, we can now explain why the 
children in Sydney who were exposed to more sunlight had 
less myopia, since their dopamine levels were higher than 
the Singapore children who spent most of their time in-
doors. 

Breastfed Children 

 A third theory as to why Singapore children are 
more myopic has been advanced. This theory is based on a 
retrospective study from Singapore, which showed that 
breastfed children were 50% less likely to be nearsighted 
(Chong, et al., 2005, Williams, et al., 2001). 

 They studied 797 children, aged 10 to 12 as part of 
the Singapore Cohort Study of the Risk Factors of Myopia. 

There was no significant difference with the participants as 
regards to sex, age, or race. A total of 418 of the 797 chil-
dren were breastfed and 379 were not. The degree of my-
opia was measured using cycloplegic autorefraction. Cyclo-
plegia temporarily paralyzes the accommodative mecha-
nism, allowing for a precise measurement of the degree of 
myopia.  Myopia was defined as any individual with a 
spherical equivalent of at least a -0.5 diopters. All the study 
participants were given medical tests and also answered a 
series of questions including the number of books they 
read per week. 

 The results showed that children who were 
breastfed had a lower prevalence of myopia. Only 259 out 
of the 418 or 62.0% were myopic. Of the children who 
were not breastfed, 262 out of the 379 or 69.1% were my-
opic. The authors concluded that since these differences 
were statistically significant, breastfeeding is independent-
ly associated with a decreased likelihood of myopia. 

 They believed that docosahexaenoic acid also 
known as (DHA) is the main element responsible for early 
visual development in babies. DHA is found at very high 
concentrations in the cell membranes of the retina, and 
plays an important role in the regeneration of the visual 
pigment rhodopsin, and in the visual transduction system 
that converts light hitting the retina to visual images in the 
brain (SanGiovanni and Chew, 2005). Since breast milk is 
the main source of DHA in newborns, Chong et. al. (2005) 
concluded that reduced DHA in non-breastfed infants can 
result in an impairment of normal ordered eyeball growth, 
which can then lead to the development and severity of 
myopia. They recommended infant breastfeeding as a pro-
tective measure to lower the probability of the develop-
ment of myopia. 

 In an article regarding the association between 
breastfeeding and myopia, it was shown that infant feed-
ing did not influence visual development (Rudnicka, et al., 
2008). Their findings were contrary to the previous study 
linking myopia with breastfeeding rather than formula 
feeding, and they concluded that other environmental fac-
tors were important for visual development and myopia in 
early life, and not breastfeeding. 
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Environmental Modifications 

 Based on the three environmental theories leading 
to myopia, society should consider the use of DHA supple-
mentation in bottled milk especially in preterm infants, 
insistence on more outdoor or brighter light exposure for 
young children, and finally, based on the accommodative 
theory, the use of cycloplegic drugs or reading glasses in 
myopic children to reduce accommodative stress. These 
environmental modifications may reduce the risk of pro-
gressive myopia in young children (Gross, et al., 2006). 

Drug Therapy 

 The use of a cycloplegic eye drop to reduce accom-
modation in children has been the most controversial of 
the proposed modifications. Numerous drug studies, re-
quiring the use of atropine, or atropine-like drugs have 
concentrated on the role of accommodation in progressive 
myopia. The most convincing information was documented 
in the Atropine in the Treatment of Myopia (ATOM) study, 
which is the largest randomized controlled trial of its kind 
to date (Chua, et al., 2006). The ATOM study followed 400 
eligible children between the ages of six and 12 for two 
years. After two years, in the placebo-treated eyes not re-
ceiving atropine, the mean progression of myopia was -
1.20±0.69D with axial elongation of 0.38±0.38mm. In the 
atropine-treated eyes, myopia progression was only -
0.28±0.92D with the axial length essentially unchanged (-
0.02±0.35mm). 

 Despite the efficacy of atropine in reducing child-
hood myopia progression, atropine therapy is not accepted 
as a standard treatment. Although no serious adverse 
events related to atropine were reported in the ATOM 
study, side effects include increased light sensitivity due to 
mydriasis of the dilated pupil, which can impair a child’s 
ability to perform well in school and athletics. The cosmetic 
issues of pupil dilation caused by atropine can also be awk-
ward for children during the critical periods of social devel-
opment, when they seek the acceptance of their peers. 

 While atropine therapy may not be appropriate for 
most children, the ATOM study suggests that pharmaceuti-
cal management has potential for reducing myopia, and 
that other atropine-like drugs, including pirenzepine and 
cyclopentolate, may be options. These drugs are weaker 

and not as long acting and have fewer side effects. One 
study found that 2% pirenzepine gel slowed childhood my-
opia progression by almost half after a year of treatment; 
however, 11% of subjects still withdrew from the study 
because of minor side effects (Tan, et al., 2005, Siatkowski, 
et al., 2008). Hence, there is no simple answer. 

Conclusion 

 This paper has highlighted the fact that today 
there is an increased prevalence of myopia not explainable 
on the basis of the genetic model. Numerous environmen-
tal factors have been advanced including intense near ac-
tivity resulting in accommodative stress, diminished expo-
sure to outdoor light resulting in dopamine expression 
within the eye, and finally the reduced intake of DHA in 
non-breastfed babies. Finally, we have suggested that rec-
ognizing the significance of these environmental factors 
may help prevent some of the devastating complications 
associated with progressive myopia. 
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ognizing the significance of these environmental factors 
may help prevent some of the devastating complications 
associated with progressive myopia. 
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Abstract 

Organ printing is an emerging technology that can potentially replace the need for human organ transplants altogether. 
Organ printing uses bioprinting methods to create three-dimensional biological constructs. Although it has not yet been 
implemented successfully, with nearly two decades of research devoted to this area, much progress has been made. This 
article outlines the various aspects of the organ printing process, describes both the accomplishments and challenges of 
bioprinting, and discusses the feasibility of bioprinting as a viable method for organ replacement.  

The Viability of Organ Printing  
Estie Schick  

Introduction 

 The cutting-edge principles of organ printing tech-
nology have been compared to the age-old properties of 
Johannes Guttenberg’s printing press (Mironov et. al., 
2008). The essential elements necessary for printing a 
book include a printing press, ink, paper, movable type, 
and a written text to be printed. These very same compo-
nents can be applied to the up-and-coming field of bi-
oprinting. Bioprinting is literally biological printing and uti-
lizes the technology of a bioprinter to build a three-
dimensional biological construct. This incredible feat is per-
formed by the printer placing cells, bioink, layer-by-layer in 
specific locations onto a biopaper suitable for sustaining 
cell life. Printing biomaterials is obviously much more com-
plex, but at its most basic levels it is analogous to the 
printing methods of a simple printing press. The necessary 
components for bioprinting are a bioprinter, bioink, biopa-
per, a method for depositing the biomaterials in set  
locations, and a model of the tissue or organ to be printed. 

 Organ printing technology has emerged as the top-
ic of much research and discussion because of the short-
age of organs for transplantation. There are other options 
besides for human organ donation such as xenotransplan-
tation as well as artificial or mechanical organs (Boland et. 
al., 2003). But these options are the source of deleterious 
side effects, causing many to look to bioprinting as the fu-
ture method for organ replacement. 

 That is not to say that there are not many road-
blocks in the way of organ printing. The entire idea of 3D 
printing is somewhat reminiscent of science fiction and 
that is even before live human organs enter the picture. 

Because this is such a new field of study, there has not yet 
been much success in actually printing an organ. There are 
important steps and milestones that must be met along 
the way. In fact, there is no hope of an organ being printed 
successfully before tissue can be printed flawlessly. And 
there is certainly a long way to go before organs will be 
printed on an industrial scale. So it is important to ask: will  
bioprinting be a viable method for replacing damaged  
organs? 

Materials and Methods 

 In order to answer the question proposed above, 
many journal articles relating to this topic have been read. 
Touro College’s library database was also used to search 
for relevant studies and reviews. The next step taken was 
to look for articles that were referenced by those obtained 
through the Touro College Library search engines that 
seemed pertinent. All of the articles accumulated through 
this research have been used in an attempt to conclusively 
answer the question of the viability of organ printing. 

Results 

The Basics of Bioprinting: Bioprinters 

 Bioprinting uses computer-aided printing technol-
ogy to deposit cells layer-by-layer in specific locations and 
form three-dimensional biological constructs. Many factors 
play a part in determining the efficacy of the bioprinting 
method, and a major one is the bioprinter. A decade ago, 
one of the first studies detailing the transformation of an 
ordinary commercial inkjet printer into a bioprinter was 
published. Inkjet printing was chosen specifically because 
the cells in the bioink were kept more hydrated than could 
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be obtained using any other printing method. In addition, 
inkjet printers are a significantly more economical choice 
than a more complex 3D printer. Inkjet printers are able to 
deposit tiny ink drops onto a substrate upon demand using 
thermal inkjet technology (Wilson, Boland, 2003). A small 
air bubble is heated until it expands and then collapses. 
When it collapses, that air bubble serves as the pressure 
pulse that forces a very tiny droplet of bioink out of the 
nozzle. The temperature can reach as high as 300° C, but 
the entire process is so instantaneous that pulse lasts only 
a couple of microseconds. Consequently the heightened 
temperatures do not permeate the bioink, and living cells 
can thereby be printed. With the advantage of inkjet based 
bioprinting, living cells can be printed at the same time as 
nutrients, drugs and growth factors, as well as gels and 
scaffolds (Cui, Boland, 2009). 

 Multiple printers were studied and each one was 
optimized for a specific application. The Cannon BJ2200 
printer was modified so that cells could be printed onto 
very thin samples- as thin as 1 mm. Temperature controls 
were also added so that none of the living cell samples 
could be denatured by a heat above 100° F. The printer 
software drivers of an HP 550C were adapted so that solu-
tions with different electrical charges and different viscosi-
ties could be printed. In order for pH, charge and viscosity 
of the cell sample not to affect the printing, new software 
was written that adjusts voltages constantly. Using the de-
signs for the HP 660C printer, a new printer was built with 
a base that allowed for height adjustment. Consequently, 
the printed samples could be moved along the x and y 
planes. That same printer was further modified so that 
large mammalian cells could be printed. It would be im-
possible for cells of this size to fit through the nozzle of a 
regular inkjet printer so modifications had to be made to 
the print head. The new print head is made of nine individ-
ual pumps which can be operated individually, allowing 
multiple cells types to be printed onto the same sample. 
The nine pumps can be used simultaneously or a specific 
pump can be programmed to deposit cells at a given time. 
New software has been created that allows someone to 
simply enter the instructions on the computer and then 
watch the printer carry out those directions (Wilson, Bo-
land, 2003). 

 In contrast to the inkjet printing method, laser as-
sisted bioprinting has also emerged as a viable bioprinting 
technique. The Laser Induced Forward Transfer (LIFT) was 
originally used as a mechanism for transferring metals. It 
has been applied to bioprinting, resulting in a bioprinter 
named LaBP, the laser-assisted biological printer. This 
printer deposits suspended cell material onto a thin metal 
ribbon which is then hit with a laser pulse. The liquid solu-
tion is thereby deposited onto a sample of biopaper. In a 
recent study, factors such as cell density, viscosity, laser 
printing speed and laser energy were optimized to result in 
cell printing with the highest resolution. Rabbit carcinoma 
cells and human umbilical vein endothelial cells were used 
as bioink and suspended in liquid form. Different suspen-
sions were prepared and their respective viscosities were 
measured. A correlation was drawn between high cell vis-
cosity and a small droplet diameter which yields a high 
printing resolution. Different laser intensities and various 
laser speeds were tested as well. Decreased laser energy 
droplets and high laser scanning speeds resulted in high 
cell printing resolution. This study demonstrated that laser 
assisted bioprinting could successfully print biological 
structures, and a high cell-level resolution can be obtained. 
One advantage that laser-assisted bioprinting holds over 
inkjet bioprinting is the ability to print a high volume of 
cells per droplet. This is possible because the LaBP can 
print cells from a bioink with a concentration as high as 
108 cells/ml. Using inkjet printing technology, there is a 
concern with using high concentration bioink because the 
printer head can clog. This is not an issue with laser-
assisted bioprinting, and as a result high concentrations of 
cells can be used and cells can be still be printed one by 
one. The authors suggest further studies that implement a 
cell recognition scanning technology, which would help 
ensure that only one cell is being deposited with each laser 
pulse (Guillotin et. al., 2010). 

The Basics of Bioprinting: Biopaper 

 Cell printing necessitates the use of biopaper so 
that the cells can be hydrated after printing. The drying 
process of the ink will have an effect on cell survival, and 
therefore the materials used as biopaper are imperative to 
the bioprinting process (Xu et. al., 2006). Therefore, in an 
innovative study, hydrogels are well suited to act as biopa-
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per. The bioprinter that was used in the study was modi-
fied so that multiple types of hydrogel with or without cell 
suspensions can be printed into patterns. A correlation was 
drawn between certain printer control settings and the 
width of the printed hydrogel pattern. For example, the 
nozzle velocity, nozzle diameter and flow rate all have an 
effect on the hydrogel patterns. The specific hydrogel used 
in this study was formed by cross-linking hyaluronic acid 
with polyethylene glycol. This hydrogel (without cell sus-
pensions) was printed multiple times, each time with var-
ied printer settings. These tests yielded pattern widths 
ranging from 603.218 µm down to 141.38 µm. In all experi-
ments, the temperature and humidity levels were con-
trolled. Printing speed, nozzle diameter and injection 
speed were all varied, and a narrow hydrogel pattern width 
(i.e. 141.38 µm) was obtained with a fast printing speed, 
slow flow rate, and most importantly, small needle diame-
ter (Song et. al., 2010). 

 In a groundbreaking study, a cell printer success-
fully printed nine cell types into a 3D construct using ther-
mo-reversible gels. These gels are well-suited to become 
the biopaper in a printed tissue or organ because of their 
unique qualities. The gels are biodegradable, nontoxic and 
thermo-reversible, meaning that they are in a gel state at 
temperatures above 32° C and in a liquid state at tempera-
tures below 20° C. The authors theorized that by dropping 
a layer of gel onto a heated substrate, printing cell aggre-
gates onto that biopaper and repeating that process, 3D 
constructs would be formed as the cell aggregates fused 
together. In order to successfully perform that experiment, 
the optimal gel thickness and cell aggregate size had to be 
determined. 

 Both thermosensitive gels and collagen gels were 
prepared and their minimal thicknesses were measured. 
The reasons for using both types of gels in the 3D con-
struct are to provide stability and strength, as well as form-
ing a ‘drug-delivery service.’ This allows certain growth fac-
tors and bioactive agents to be released throughout the 
construct in a controlled fashion. The specific advantage of 
thermosensitive gels is that the time it takes for the gel to 
form directly affects the distribution of cells within the gel. 
Therefore, using gels that respond to temperature which 
gel more quickly than gelation controlled by solvent, pH, or 

ionic cross linking proves to be beneficial. Cell aggregates 
were also prepared using bovine aortal endothelial cells. 
The cells were printed onto series of gel layers. The cells 
were suspended in a liquid solution and did not spread out 
once they were printed on the gel layers. In addition, there 
was little, if any, mingling of the gel layers. But in order for 
this method to successfully form 3D tissue, fusion needs to 
occur between the cell aggregates. Although fusion of cell 
aggregates appeared to be more effective in collagen gels 
than in thermo-reversible gels, fusion did occur in those 
gels as well. Furthermore, it was demonstrated that fusion 
was not limited to the cells in the top layer of gel, but it 
was equally prevalent within the many layers of gel. In ad-
dition, a live/dead assay was performed, and showed that 
while cells that were not spread throughout the gels un-
derwent cell death, the cells within the gels were remained 
alive. According to the authors, the adhesiveness of gels 
for cells is a property that can be modified, so the lower 
rate of diffusion through thermosensitive gels is not so 
worrisome. The aspect of the experiment that is slightly 
problematic is the small amount of apoptosis and necrosis 
that occurred as a result of cells being printed. The authors 
suggest further studies using aggregates modified with 
additional survival factors or genetic antiapoptotic modifi-
cations. Though there can be many changes made that will 
improve the results of this study, it demonstrated that by 
using thermo-reversible gels as biopaper, 3D organ printing 
is feasible (Boland et. al., 2003). 

The Basics of Bioprinting: Bioink 

 The physical properties of sodium alginate hydro-
gel cross-linked with calcium chloride were examined in a 
study that found it well-suited to behave as bioink. Sodium 
alginate hydrogel has the unique property of fast gelation 
at room temperature because it solidifies upon contact 
with calcium chloride, making it a prime candidate for bi-
oprinting. Because of the ionic cross-link controlled gela-
tion, and because cells and growth factors can easily be 
suspended within the sodium alginate hydrogel, it makes 
an effective bioink. A multinozzle printing system was used, 
allowing the speed of gel injection to be controlled. The 
bioprinter used in this study was modified with a multi-
nozzle injection syringes, as well as the ability to control 
stage and syringe motion in the x, y, and z axes. A 3D algi-
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nate structure was printed using a four-nozzle system. 
Each gel layer was composed of a sodium alginate solution 
followed by a calcium chloride solution printed in the 
pattern of a lattice structure. 

 A ‘layered pattern accumulation test’ was per-
formed to determine whether the sodium alginate-calcium 
chloride gel could be used to create 3D tissue constructs. 
The gels were printed using the multinozzle printer into a 
lattice pattern. The pattern held successfully, although it 
acquired a sideways slant due to the viscosity of sodium 
alginate hydrogel. This caused each layer to drag on the 
layer immediately below it. In future studies that problem 
should be rectified by using creating a system that will con-
trol the gel hardness and solidification time. Despite this 
setback, the feasibility of using cells suspended in sodium 
alginate hydrogel to print 3D biological constructs was 
clearly demonstrated by this study (Song et. al.,  2011). 

Bioprinting vs. Scaffold-Based Tissue Engineering 

 Tissue engineering is a field that combines biology, 
chemistry, physics and engineering in order to create or 
repair biological tissue. Because of the complexities in the 
structure and mechanics of biological tissue, there are ob-
viously many challenges in the creation of tissue that per-
forms and functions exactly the way it should. Nonethe-
less, for years tissue engineering has been incredibly suc-
cessful. Popular uses of tissue engineering are to repair or 
replace body tissue including skin, muscle, bone, and blood 
vessels. 

 Typically, living cells are used as the primary engi-
neering material in tissue engineering. These cells are 
placed or ‘seeded’ into a 3D artificial rigid structure- a 
scaffold. Scaffolding allows many of the challenges of tis-
sue engineering to be overcome. For example, by using a 
solid structure like a scaffold, the implanted cells can 
attach onto its surfaces and eventually are able to form 
into three-dimensional tissues. One difficulty in creating 
scaffolds is that they need to be structured in a way that 
encourages optimal tissue formation to occur. This dictates 
what material the scaffold will be constructed from (i.e. 
how porous the material is.) This is important so that the 
nutrients can diffuse easily through the scaffold and reach 
the cells as necessary (Chan, Leong, 2008). The scaffolding 

material should also be biodegradable so that the scaffold 
will not have to be removed surgically. Instead, the 
scaffold needs to provide support to the cells while they 
are still forming their own structures, and then become 
absorbed by them when the three-dimensional tissue is 
fully formed. Additional factors that are important in 
scaffold-based tissue engineering are immunogenicity, the 
toxicity of the scaffolding material, and inflammatory re-
sponse by the host (Norotte et. al., 2009). 

 There are cases when the use of scaffolds in tissue 
engineering proves detrimental to the newly forming tis-
sue. Scaffolds can reduce the amount of connection be-
tween cells and can cause the misalignment of extracellu-
lar matrix.  Additionally, it is difficult to place the many 
different types of cells usually found in an organ in specific 
locations in a solid scaffold. Another major problem with 
scaffolding is that it is not yet possible for vascular tissue to 
be formed, resulting in the absence of vascularization in 
any scaffold-based engineered tissue (Boland et. al. 2003). 
For these reasons and more, other scaffold- free tissue 
engineering options have been explored.   

 Bioprinting uses 3D printing technology to print 
cells layer-by-layer and create biological materials, and is 
an example of scaffold-free tissue engineering. One of the 
largest roadblocks in the success of scaffold-based tissue 
engineering was the inability to create vascular structures. 
In 2009, vascular tissue was successfully engineered using 
scaffold-free bioprinting. In this study, a rapid prototyping 
technology was developed which instructed a bioprinter to 
deposit bioink onto biopaper. More specifically, multicellu-
lar tissue spheroids of Chinese hamster ovary cells, human 
skin fibroblast cells, and human umbilical vein smooth 
muscle cells were used as bioink. In addition, agarose rods 
were used to build a template for the tubular vascular 
structure. These materials were placed layer by layer onto 
a biopaper made of collagen gel using a bioprinter that 
was designed with two printing heads. This allowed the 
simultaneous placement of the multicellular spheroids as 
well as the agarose rods. The use of the agarose rods as a 
template allowed the diameter of the tubular structure, 
the wall thickness, and the branching pattern of the vascu-
lature to be accurately controlled. Once the spheroids 
were all deposited in the correct locations, their fusion was 
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per. The bioprinter that was used in the study was modi-
fied so that multiple types of hydrogel with or without cell 
suspensions can be printed into patterns. A correlation was 
drawn between certain printer control settings and the 
width of the printed hydrogel pattern. For example, the 
nozzle velocity, nozzle diameter and flow rate all have an 
effect on the hydrogel patterns. The specific hydrogel used 
in this study was formed by cross-linking hyaluronic acid 
with polyethylene glycol. This hydrogel (without cell sus-
pensions) was printed multiple times, each time with var-
ied printer settings. These tests yielded pattern widths 
ranging from 603.218 µm down to 141.38 µm. In all experi-
ments, the temperature and humidity levels were con-
trolled. Printing speed, nozzle diameter and injection 
speed were all varied, and a narrow hydrogel pattern width 
(i.e. 141.38 µm) was obtained with a fast printing speed, 
slow flow rate, and most importantly, small needle diame-
ter (Song et. al., 2010). 

 In a groundbreaking study, a cell printer success-
fully printed nine cell types into a 3D construct using ther-
mo-reversible gels. These gels are well-suited to become 
the biopaper in a printed tissue or organ because of their 
unique qualities. The gels are biodegradable, nontoxic and 
thermo-reversible, meaning that they are in a gel state at 
temperatures above 32° C and in a liquid state at tempera-
tures below 20° C. The authors theorized that by dropping 
a layer of gel onto a heated substrate, printing cell aggre-
gates onto that biopaper and repeating that process, 3D 
constructs would be formed as the cell aggregates fused 
together. In order to successfully perform that experiment, 
the optimal gel thickness and cell aggregate size had to be 
determined. 

 Both thermosensitive gels and collagen gels were 
prepared and their minimal thicknesses were measured. 
The reasons for using both types of gels in the 3D con-
struct are to provide stability and strength, as well as form-
ing a ‘drug-delivery service.’ This allows certain growth fac-
tors and bioactive agents to be released throughout the 
construct in a controlled fashion. The specific advantage of 
thermosensitive gels is that the time it takes for the gel to 
form directly affects the distribution of cells within the gel. 
Therefore, using gels that respond to temperature which 
gel more quickly than gelation controlled by solvent, pH, or 

ionic cross linking proves to be beneficial. Cell aggregates 
were also prepared using bovine aortal endothelial cells. 
The cells were printed onto series of gel layers. The cells 
were suspended in a liquid solution and did not spread out 
once they were printed on the gel layers. In addition, there 
was little, if any, mingling of the gel layers. But in order for 
this method to successfully form 3D tissue, fusion needs to 
occur between the cell aggregates. Although fusion of cell 
aggregates appeared to be more effective in collagen gels 
than in thermo-reversible gels, fusion did occur in those 
gels as well. Furthermore, it was demonstrated that fusion 
was not limited to the cells in the top layer of gel, but it 
was equally prevalent within the many layers of gel. In ad-
dition, a live/dead assay was performed, and showed that 
while cells that were not spread throughout the gels un-
derwent cell death, the cells within the gels were remained 
alive. According to the authors, the adhesiveness of gels 
for cells is a property that can be modified, so the lower 
rate of diffusion through thermosensitive gels is not so 
worrisome. The aspect of the experiment that is slightly 
problematic is the small amount of apoptosis and necrosis 
that occurred as a result of cells being printed. The authors 
suggest further studies using aggregates modified with 
additional survival factors or genetic antiapoptotic modifi-
cations. Though there can be many changes made that will 
improve the results of this study, it demonstrated that by 
using thermo-reversible gels as biopaper, 3D organ printing 
is feasible (Boland et. al., 2003). 

The Basics of Bioprinting: Bioink 

 The physical properties of sodium alginate hydro-
gel cross-linked with calcium chloride were examined in a 
study that found it well-suited to behave as bioink. Sodium 
alginate hydrogel has the unique property of fast gelation 
at room temperature because it solidifies upon contact 
with calcium chloride, making it a prime candidate for bi-
oprinting. Because of the ionic cross-link controlled gela-
tion, and because cells and growth factors can easily be 
suspended within the sodium alginate hydrogel, it makes 
an effective bioink. A multinozzle printing system was used, 
allowing the speed of gel injection to be controlled. The 
bioprinter used in this study was modified with a multi-
nozzle injection syringes, as well as the ability to control 
stage and syringe motion in the x, y, and z axes. A 3D algi-
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nate structure was printed using a four-nozzle system. 
Each gel layer was composed of a sodium alginate solution 
followed by a calcium chloride solution printed in the 
pattern of a lattice structure. 

 A ‘layered pattern accumulation test’ was per-
formed to determine whether the sodium alginate-calcium 
chloride gel could be used to create 3D tissue constructs. 
The gels were printed using the multinozzle printer into a 
lattice pattern. The pattern held successfully, although it 
acquired a sideways slant due to the viscosity of sodium 
alginate hydrogel. This caused each layer to drag on the 
layer immediately below it. In future studies that problem 
should be rectified by using creating a system that will con-
trol the gel hardness and solidification time. Despite this 
setback, the feasibility of using cells suspended in sodium 
alginate hydrogel to print 3D biological constructs was 
clearly demonstrated by this study (Song et. al.,  2011). 

Bioprinting vs. Scaffold-Based Tissue Engineering 

 Tissue engineering is a field that combines biology, 
chemistry, physics and engineering in order to create or 
repair biological tissue. Because of the complexities in the 
structure and mechanics of biological tissue, there are ob-
viously many challenges in the creation of tissue that per-
forms and functions exactly the way it should. Nonethe-
less, for years tissue engineering has been incredibly suc-
cessful. Popular uses of tissue engineering are to repair or 
replace body tissue including skin, muscle, bone, and blood 
vessels. 

 Typically, living cells are used as the primary engi-
neering material in tissue engineering. These cells are 
placed or ‘seeded’ into a 3D artificial rigid structure- a 
scaffold. Scaffolding allows many of the challenges of tis-
sue engineering to be overcome. For example, by using a 
solid structure like a scaffold, the implanted cells can 
attach onto its surfaces and eventually are able to form 
into three-dimensional tissues. One difficulty in creating 
scaffolds is that they need to be structured in a way that 
encourages optimal tissue formation to occur. This dictates 
what material the scaffold will be constructed from (i.e. 
how porous the material is.) This is important so that the 
nutrients can diffuse easily through the scaffold and reach 
the cells as necessary (Chan, Leong, 2008). The scaffolding 

material should also be biodegradable so that the scaffold 
will not have to be removed surgically. Instead, the 
scaffold needs to provide support to the cells while they 
are still forming their own structures, and then become 
absorbed by them when the three-dimensional tissue is 
fully formed. Additional factors that are important in 
scaffold-based tissue engineering are immunogenicity, the 
toxicity of the scaffolding material, and inflammatory re-
sponse by the host (Norotte et. al., 2009). 

 There are cases when the use of scaffolds in tissue 
engineering proves detrimental to the newly forming tis-
sue. Scaffolds can reduce the amount of connection be-
tween cells and can cause the misalignment of extracellu-
lar matrix.  Additionally, it is difficult to place the many 
different types of cells usually found in an organ in specific 
locations in a solid scaffold. Another major problem with 
scaffolding is that it is not yet possible for vascular tissue to 
be formed, resulting in the absence of vascularization in 
any scaffold-based engineered tissue (Boland et. al. 2003). 
For these reasons and more, other scaffold- free tissue 
engineering options have been explored.   

 Bioprinting uses 3D printing technology to print 
cells layer-by-layer and create biological materials, and is 
an example of scaffold-free tissue engineering. One of the 
largest roadblocks in the success of scaffold-based tissue 
engineering was the inability to create vascular structures. 
In 2009, vascular tissue was successfully engineered using 
scaffold-free bioprinting. In this study, a rapid prototyping 
technology was developed which instructed a bioprinter to 
deposit bioink onto biopaper. More specifically, multicellu-
lar tissue spheroids of Chinese hamster ovary cells, human 
skin fibroblast cells, and human umbilical vein smooth 
muscle cells were used as bioink. In addition, agarose rods 
were used to build a template for the tubular vascular 
structure. These materials were placed layer by layer onto 
a biopaper made of collagen gel using a bioprinter that 
was designed with two printing heads. This allowed the 
simultaneous placement of the multicellular spheroids as 
well as the agarose rods. The use of the agarose rods as a 
template allowed the diameter of the tubular structure, 
the wall thickness, and the branching pattern of the vascu-
lature to be accurately controlled. Once the spheroids 
were all deposited in the correct locations, their fusion was 
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monitored. It took 5-7 days for fusion to be complete and 
the tubular vasculature to be fully formed. The fused prod-
ucts were placed in a bioreactor for further maturation. 
Maturation is important before implantation because 
there are many cellular mechanical properties that need to 
be developed. 

 Once it was determined that the bioprinting was 
successful, the study was repeated with some variations. In 
the first, multicellular cylinders are used instead of sphe-
roids. The bioprinter attachments had to be adjusted, but 
the printing of cylindrical units allowed for computer auto-
mation. In another, double-layered vascular tubes were 
created using both HUVSMC and HCF cylinders in specific 
patterns. Spheroids of different sizes were tested, and vari-
ous bioprinter attachments were experimented with. 

 This study proved the effectiveness of scaffold-free 
tissue engineering using bioprinting. High cell density was 
achieved because the engineering materials only consisted 
of cells. In addition, when multicellular cylinders were 
used, fusion occurred within 2-4 days and uniform tubes 
were formed with minimal cell damage. There are some 
limitations though with methods and materials used in the 
study. For example, the thickness of the vascular wall pre-
vents all cells from access to the diffused nutrients and 
oxygen. Therefore, apoptotic cells were observed in no 
apparent pattern throughout the final construct. In order 
to avoid this issue, microvasculature is necessary, but even 
with the advances that have been made, there is no visible 
solution as of yet. If it were possible to print thinner vascu-
lar walls, the cells would avoid apoptosis and cell viability 
would be increased. But the wall thickness and tube diam-
eter of the vascular tissue is limited by micropipette size 
and resolution restrictions. Another issue that arose was 
the removal of the agarose rods. In the current study, the 
rods are removed manually. But this limits the geometry of 
the vascular branch necessitating open ends, and becomes 
more difficult to accomplish with more complex geometric 
constructs. The authors suggest thermosensitive or photo-
sensitive gels as an alternative to agarose in order to elimi-
nate this problem. This study demonstrated the ad-
vantages of scaffold-free tissue engineering over scaffold-
ing, but in the process came up with a host of limitations 
specific to the methods used (Norotte et. al.,  2009). 

Successful Bioprinting of Mammalian Cells 

 One of the major hurdles to overcome in the study 
of tissue engineering is the complete interaction of the 
many cell types needed to fabricate complex tissue or or-
gans. These cells need to be placed in very specific loca-
tions and fuse together forming a functional biological con-
struct. A study demonstrated that mammalian cells can be 
successfully printed using a modified HP inkjet thermal 
printer and retain their functionality. Although bacterial 
cells had previously been printed successfully, the heat and 
pressure that are part and parcel of thermal printing had 
the potential to damage mammalian cells which are more 
sensitive than their bacterial counterparts. With the use of 
a modified HP 550C as bioprinter, soy agar and collagen 
hydrogels as biopaper and Chinese Hamster Ovary cells 
and embryonic rat motoneurons as bioink, viable mamma-
lian cells were printed. 

 Suspended cells were printed in circular patterns 
onto the hydrogel-coated coverslips. Over the next few 
days the cells were studied under epiflourescent micro-
scopes to determine whether or not the thermal printing 
process proved lethal. Green fluorescent light was ob-
served, leading to the conclusion that the cells survived the 
stresses of printing. In addition to monitoring cell growth 
with advanced microscopy, an assay was performed to 
measure the percentage of lysed cells. When a cell under-
goes lysis, an enzyme called LDH is released. By determin-
ing the amount of LDH present, the percentage of cell lysis 
was measured to be less than 10% in all cases, and 3.3%
±3.7% on average. The reason the cells were not damaged 
and killed by the temperatures near 300° C is because the 
heat does not have time to spread through the cells sus-
pended in liquid. The droplets of bioink are printed so 
quickly that most of the cells do not experience a substan-
tial rise in temperature (Xu et. al., 2005). 

Inkjet Printing of Neurons Results in Viable Cell  
Structures 

 A lot of research is being devoted to the genera-
tion of nervous tissue because most neuronal cells have 
very low rates of regeneration. In the previously recounted 
study it was demonstrated that over 90% of cells can go 
through an inkjet printer and avoid lysis. The physiological 
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properties of those printed cells were examined in an inno-
vative study. Although cell viability has previously been 
proven, this study aimed to determine whether cells that 
have been printed can retain their function. The cells in-
volved in this study were rat primary hippocampal and cor-
tical neurons. Although the temperature and other stress-
es of bioprinting largely do not affect printed cells, they 
may affect the electrophysiological properties of neurons. 
An example of a neural property that might be affected is 
the ability to fire action potentials. 

 A modified HP 550 inkjet printer was used to de-
posit the bioink in a circular pattern onto a collagen gel 
based biopaper. Axon and dendrite regeneration were 
demonstrated using immunostaining using MAP-2 as a 
dendritic marker and NF150 as an axonal filament marker. 
Immunostaining showed that the hippocampal and cortical 
neurons had regenerated all axonal and dendritic process-
es. This had been a concern- that the neurons would lose 
their neuronal phenotypes through the printing process. 
That would be very worrisome because the neurons could 
turn into other cells types like glial cells or cancer cells 
after losing their own cell phenotypes. After two weeks, 
the patch-clamp method was used to measure various 
electrophysiological properties including firing thresholds, 
repetitive firing, and after-hyperpolarization. This is an 
electrophysiological technique that studies multiple ion 
channels in excitable cells such as neurons and records 
their voltage currents. Results showed that the mem-
branes of the cortical neurons contained mature voltage-
gated potassium and sodium channels. In addition, no sig-
nificant differences in electrophysiological activity were 
observed between regular hippocampal neurons and those 
that had been printed. Both cortical and hippocampal neu-
rons were found capable of initiating action potentials. As 
is the case with mammalian cells, the retention of func-
tionality after printing is due to the incredibly fast 
timeframe exhibited in thermal inkjet printing. The neu-
rons were also not vulnerable to the shear and pressure of 
the inkjet printing because they cells had been trypsinized. 
That meant that the printed cells had no internal architec-
ture and were not damaged by the shear stresses. Had the 
cells been affected they would have experienced either 
apoptosis or heat shock. Because the cells retained their 

function, it can be inferred that neither effect took place. 
Once these tests were administered on the single-layer 
neuron structures, 3D structures were printed. Fibrin gel 
was formed by printing thrombin droplets over layers of 
fibrinogen. NT2 neurons were printed layer-by-layer with 
the fibrin gel. High resolution SEM was used to examine 
the fibrin scaffold, and determined that it was well suited 
to serve as a scaffold for neurons because of its porous 
microstructure, allowing nutrients and oxygen to be deliv-
ered easily to the neurons within the scaffold. Another ad-
vantage that fibrin has over other hydrogel is the strong 
affinity of neurons for fibrin. Because the neurons attach 
strongly onto the fibrin scaffold, cell signaling is kept intact 
and cell functions are carried out. This study examined 
both 2D and 3D printing of neurons and demonstrated 
neuron viability and retention of cell phenotype and elec-
trophysiological function (Xu et. al., 2006). 

Laser-Assisted Bioprinting of Skin Substitutes 

 Once a person experiences an extensive burn inju-
ry, there are a limited number of options for their rehabili-
tation. If the wound is large, skin grafts cannot cover the 
entire area, due to their finite nature. There are a number 
of clinically approved skin substitutes like Integra and 
Matriderm which serve as either permanent or temporary 
wound coverage. These options leave scarring, discoloring, 
absence of hair follicles and can lead to other damaging 
side effects as well. Therefore, tissue engineering of skin 
substitutes is under high demand. Many challenges stand 
in the way of fabricating skin, due in part to the many cell 
types which need to be arranged in a very specific pattern. 
Furthermore, the functions of the engineered skin are 
greatly affected by the microenvironment of each cell type. 
A recent study demonstrated that a skin substitute could 
be created using laser-assisted bioprinting. The different 
cells types involved in the engineering process included 
human osteosarcoma cells, mouth endothelial cells, hu-
man osteoprogenitor cells, rodent olfactory ensheathing 
cells, human endothelial cells and human adipose derived 
mesenchymal stem cells. The cells were mixed with a colla-
gen hydrogel before printing. 

 Twenty layers each of fibroblasts and keratino-
cytes were printed on top of a layer of Matriderm using 
laser printing technology. The Matriderm layer was im-
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monitored. It took 5-7 days for fusion to be complete and 
the tubular vasculature to be fully formed. The fused prod-
ucts were placed in a bioreactor for further maturation. 
Maturation is important before implantation because 
there are many cellular mechanical properties that need to 
be developed. 

 Once it was determined that the bioprinting was 
successful, the study was repeated with some variations. In 
the first, multicellular cylinders are used instead of sphe-
roids. The bioprinter attachments had to be adjusted, but 
the printing of cylindrical units allowed for computer auto-
mation. In another, double-layered vascular tubes were 
created using both HUVSMC and HCF cylinders in specific 
patterns. Spheroids of different sizes were tested, and vari-
ous bioprinter attachments were experimented with. 

 This study proved the effectiveness of scaffold-free 
tissue engineering using bioprinting. High cell density was 
achieved because the engineering materials only consisted 
of cells. In addition, when multicellular cylinders were 
used, fusion occurred within 2-4 days and uniform tubes 
were formed with minimal cell damage. There are some 
limitations though with methods and materials used in the 
study. For example, the thickness of the vascular wall pre-
vents all cells from access to the diffused nutrients and 
oxygen. Therefore, apoptotic cells were observed in no 
apparent pattern throughout the final construct. In order 
to avoid this issue, microvasculature is necessary, but even 
with the advances that have been made, there is no visible 
solution as of yet. If it were possible to print thinner vascu-
lar walls, the cells would avoid apoptosis and cell viability 
would be increased. But the wall thickness and tube diam-
eter of the vascular tissue is limited by micropipette size 
and resolution restrictions. Another issue that arose was 
the removal of the agarose rods. In the current study, the 
rods are removed manually. But this limits the geometry of 
the vascular branch necessitating open ends, and becomes 
more difficult to accomplish with more complex geometric 
constructs. The authors suggest thermosensitive or photo-
sensitive gels as an alternative to agarose in order to elimi-
nate this problem. This study demonstrated the ad-
vantages of scaffold-free tissue engineering over scaffold-
ing, but in the process came up with a host of limitations 
specific to the methods used (Norotte et. al.,  2009). 

Successful Bioprinting of Mammalian Cells 

 One of the major hurdles to overcome in the study 
of tissue engineering is the complete interaction of the 
many cell types needed to fabricate complex tissue or or-
gans. These cells need to be placed in very specific loca-
tions and fuse together forming a functional biological con-
struct. A study demonstrated that mammalian cells can be 
successfully printed using a modified HP inkjet thermal 
printer and retain their functionality. Although bacterial 
cells had previously been printed successfully, the heat and 
pressure that are part and parcel of thermal printing had 
the potential to damage mammalian cells which are more 
sensitive than their bacterial counterparts. With the use of 
a modified HP 550C as bioprinter, soy agar and collagen 
hydrogels as biopaper and Chinese Hamster Ovary cells 
and embryonic rat motoneurons as bioink, viable mamma-
lian cells were printed. 

 Suspended cells were printed in circular patterns 
onto the hydrogel-coated coverslips. Over the next few 
days the cells were studied under epiflourescent micro-
scopes to determine whether or not the thermal printing 
process proved lethal. Green fluorescent light was ob-
served, leading to the conclusion that the cells survived the 
stresses of printing. In addition to monitoring cell growth 
with advanced microscopy, an assay was performed to 
measure the percentage of lysed cells. When a cell under-
goes lysis, an enzyme called LDH is released. By determin-
ing the amount of LDH present, the percentage of cell lysis 
was measured to be less than 10% in all cases, and 3.3%
±3.7% on average. The reason the cells were not damaged 
and killed by the temperatures near 300° C is because the 
heat does not have time to spread through the cells sus-
pended in liquid. The droplets of bioink are printed so 
quickly that most of the cells do not experience a substan-
tial rise in temperature (Xu et. al., 2005). 

Inkjet Printing of Neurons Results in Viable Cell  
Structures 

 A lot of research is being devoted to the genera-
tion of nervous tissue because most neuronal cells have 
very low rates of regeneration. In the previously recounted 
study it was demonstrated that over 90% of cells can go 
through an inkjet printer and avoid lysis. The physiological 
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properties of those printed cells were examined in an inno-
vative study. Although cell viability has previously been 
proven, this study aimed to determine whether cells that 
have been printed can retain their function. The cells in-
volved in this study were rat primary hippocampal and cor-
tical neurons. Although the temperature and other stress-
es of bioprinting largely do not affect printed cells, they 
may affect the electrophysiological properties of neurons. 
An example of a neural property that might be affected is 
the ability to fire action potentials. 

 A modified HP 550 inkjet printer was used to de-
posit the bioink in a circular pattern onto a collagen gel 
based biopaper. Axon and dendrite regeneration were 
demonstrated using immunostaining using MAP-2 as a 
dendritic marker and NF150 as an axonal filament marker. 
Immunostaining showed that the hippocampal and cortical 
neurons had regenerated all axonal and dendritic process-
es. This had been a concern- that the neurons would lose 
their neuronal phenotypes through the printing process. 
That would be very worrisome because the neurons could 
turn into other cells types like glial cells or cancer cells 
after losing their own cell phenotypes. After two weeks, 
the patch-clamp method was used to measure various 
electrophysiological properties including firing thresholds, 
repetitive firing, and after-hyperpolarization. This is an 
electrophysiological technique that studies multiple ion 
channels in excitable cells such as neurons and records 
their voltage currents. Results showed that the mem-
branes of the cortical neurons contained mature voltage-
gated potassium and sodium channels. In addition, no sig-
nificant differences in electrophysiological activity were 
observed between regular hippocampal neurons and those 
that had been printed. Both cortical and hippocampal neu-
rons were found capable of initiating action potentials. As 
is the case with mammalian cells, the retention of func-
tionality after printing is due to the incredibly fast 
timeframe exhibited in thermal inkjet printing. The neu-
rons were also not vulnerable to the shear and pressure of 
the inkjet printing because they cells had been trypsinized. 
That meant that the printed cells had no internal architec-
ture and were not damaged by the shear stresses. Had the 
cells been affected they would have experienced either 
apoptosis or heat shock. Because the cells retained their 

function, it can be inferred that neither effect took place. 
Once these tests were administered on the single-layer 
neuron structures, 3D structures were printed. Fibrin gel 
was formed by printing thrombin droplets over layers of 
fibrinogen. NT2 neurons were printed layer-by-layer with 
the fibrin gel. High resolution SEM was used to examine 
the fibrin scaffold, and determined that it was well suited 
to serve as a scaffold for neurons because of its porous 
microstructure, allowing nutrients and oxygen to be deliv-
ered easily to the neurons within the scaffold. Another ad-
vantage that fibrin has over other hydrogel is the strong 
affinity of neurons for fibrin. Because the neurons attach 
strongly onto the fibrin scaffold, cell signaling is kept intact 
and cell functions are carried out. This study examined 
both 2D and 3D printing of neurons and demonstrated 
neuron viability and retention of cell phenotype and elec-
trophysiological function (Xu et. al., 2006). 

Laser-Assisted Bioprinting of Skin Substitutes 

 Once a person experiences an extensive burn inju-
ry, there are a limited number of options for their rehabili-
tation. If the wound is large, skin grafts cannot cover the 
entire area, due to their finite nature. There are a number 
of clinically approved skin substitutes like Integra and 
Matriderm which serve as either permanent or temporary 
wound coverage. These options leave scarring, discoloring, 
absence of hair follicles and can lead to other damaging 
side effects as well. Therefore, tissue engineering of skin 
substitutes is under high demand. Many challenges stand 
in the way of fabricating skin, due in part to the many cell 
types which need to be arranged in a very specific pattern. 
Furthermore, the functions of the engineered skin are 
greatly affected by the microenvironment of each cell type. 
A recent study demonstrated that a skin substitute could 
be created using laser-assisted bioprinting. The different 
cells types involved in the engineering process included 
human osteosarcoma cells, mouth endothelial cells, hu-
man osteoprogenitor cells, rodent olfactory ensheathing 
cells, human endothelial cells and human adipose derived 
mesenchymal stem cells. The cells were mixed with a colla-
gen hydrogel before printing. 

 Twenty layers each of fibroblasts and keratino-
cytes were printed on top of a layer of Matriderm using 
laser printing technology. The Matriderm layer was im-
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portant because it helps keep the printed skin constructs 
more stable during transplantation. The 3D skin constructs 
were incubated overnight, and then pieces were punched 
out and transplanted into the skin fold chambers of 12 
mice that exhibited full-thickness wounds. In addition to 
this in vivo approach, the 3D constructs were cultivated in 
vitro as a control group. 

 The mice reacted well to the treatment, showing 
no discomfort or inflammation as a result of the transplan-
tation procedure. In addition, after 11 days, the transplant-
ed skin substitute and the surrounding mouse skin had 
fused completely together. There were no sharp lines de-
lineating the border between real and substitute skin, and 
while the substitute skin was shiny at first it became matt 
as time passed. The keratinocytes and fibroblasts had been 
labeled before printing and implantation so that extensive 
tests could be administered even after transplantation. 
Results of these assays showed that the keratinocytes 
formed a stratified layer of tissue on top of the fibroblasts 
and Matriderm much like an epidermis. Although this epi-
dermis was thinner than the natural mouse epidermis, 
after 11 days the two completely fused together. The thin-
ner epidermis in the substituted skin might pose a problem 
because it is less stable than the epidermis of natural skin, 
but the methods of the study can be modified in the future 
to amend that flaw. In this study it was also shown that 
fibroblasts formed a multi-layer sheet of tissue. Some re-
mained above the Matriderm where they had been printed 
and secreted collagen, while others spread through the 
Matriderm layer. 

 A skin construct that is incredibly similar to native 
skin was successfully printed using LaBP. The cells survived 
the bioprinting process without their phenotype being im-
pacted in any way. One major advantage of the bioprinted 
skin substitutes is that blood vessel formation was ob-
served in the skin constructs. Fast vascularization is imper-
ative so that the cells can receive oxygen and eliminate cell 
waste. Complete vascularization was not achieved, but the 
authors assume that the issue was due to the time con-
straints of the study and that complete vascularization of 
the skin substitutes needs more time to be carried out. 
Despite this setback, this study demonstrated that blood 
vessels branched from the wound site and spread through 

the skin substitute very quickly, which is of the highest pri-
ority among engineered tissue (Michael et. al., 2013). 

 
 
Effective Microvasculature Fabrication Using Inkjet  
Bioprinting 

 In the previously recounted study, a skin substitute 
was fabricated using laser-assisted bioprinting technology. 
Despite the fact that skin is a very complex organ, it is one 
of the few successfully engineered tissue constructs. Be-
cause skin is relatively thin, vascular tissue can either grow 
from the native skin and migrate through the skin con-
struct, or nutrients and wastes can diffuse through the en-
gineered tissue to and from the vasculature of the host’s 
native tissue. Vasculature is one of the main challenges in 
tissue engineering because cells cannot survive without 
pathways for nutrients to be delivered and cellular waste 
to be eliminated. Another study detailed the use of inkjet 
bioprinters in the creation of human microvasculature. An 
HP 500 thermal inkjet printer was modified so that human 
microvascular endothelial cells and fibrin could be printed 
simultaneously. HMVEC are the only cells with the ability 
to form capillaries, and also have the unique property of 
adjusting their number and structure based on their micro-
environments. Fibrin can be used in many ways- fibrin can 
be produced by the blood and plays a part in natural 
wound healing, fibrin gels are used as adhesives during 
surgery, fibrin glue can be used as a skin graft, and fibrin 
has been utilized extensively in tissue engineering. In this 
study, fibrin gel was used as a biopaper substrate for the 
HMVEC to be printed onto, and it was polymerized by 
combining varying concentrations of fibrinogen, thrombin 
and calcium. After the printed construct was incubated, a 
scanning electron microscope was used to facilitate the 
examination of the microstructure of the fibrin. Its me-
chanical properties were tested as well using an MTS elec-
tromechanical testing system. Results showed that the fi-
brin gel scaffold underwent only minor deformations as a 
consequence of the bioprinting process. A Live/Dead Via-
bility/Cytotoxicity Kit was used to stain the HMVEC so that 
the formation of microvasculature could be observed and 
analyzed. After only 7 days, proliferation of the cells was 
detected and a confluent lining of cells was formed after 

Estie Schick 

21 

 

21 days. The microvasculature exhibited tubular structures 
which is consistent with the channels and tubes usually 
formed by endothelial cells. This demonstrates that ther-
mal inkjet printers can be used to successfully fabricate 
human microvasculature which is fully functional (Cui, Bo-
land, 2009). 

Challenges in the Way of Organ Printing 

 Before any of the technology and methods pro-
posed above can be implemented, one of the first steps to 
be done in organ printing is creating an organ blueprint. It 
is a computer-aided design that uses computer software to 
create a three-dimensional model. The software program 
then directs the bioprinter to deposit each biocomponent 
layer-by-layer. The challenge with organ blueprints is that 
they need to account for the post-printing processing that 
the 3D printed construct will undergo as a result of tissue 
fusion and maturation (Mironov et. al., 2008). 

 Many studies have experimented with various bi-
oprinters, biopapers, and bioink in order to optimize the 
bioprinting process. In addition to further improvements in 
these areas, bioreactors are an important component of 
the bioprinting process. Bioreactors are commonly used in 
tissue engineering but there are specific properties that 
bioprinting necessitates. A bioreactor enables the post-
processing step, probably bioprinting’s most crucial step, 
to occur. After a tissue construct or organ is printed, the 
cells need time to fuse together and assemble a functional 
3D construct. The bioreactor needs to be integrated close-
ly enough with the bioprinter that the fragile printed con-
structs can be placed in its sterile conditions without incur-
ring damage. The bioreactor also needs to allow perfusion 
of the vasculature in the printed construct. It takes time 
though before the vascular system is developed so the bio-
reactor also needs to provide a temporary irrigation sys-
tem. This can be achieved using porous needles with pres-
sure controlled dripper systems that can provide the wet 
environment that the tissue needs for its development. 
When the vasculature is sufficiently developed, the irriga-
tion is terminated and perfusion of the vascular tree com-
mences (Mironov et. al., 2011). 

 The last step in the bioprinting process is post-
processing, and as was previously mentioned, it is probably 

the most crucial one. That is why biomonitoring proce-
dures must be created and applied. It is important to moni-
tor the tissue maturation and the kinetics of tissue self-
assembly. In addition, maturogens that aid and accelerate 
post-processing and tissue maturation are necessary. Ma-
turogens are biological, chemical, or physical factors and 
procedures that effectively ensure that the printed cell 
constructs become a fully-functional three-dimensional 
organ (Mironov et. al., 2008). 

The Feasability of Organ Printing 

 There are three major phases in the organ printing 
procedure: preprocessing, processing, and post-
processing. Preprocessing involves the development of an 
organ blueprint or alternate CAD. Processing refers to the 
actual printing of cells onto a substrate, forming a 3D con-
struct. Post-processing concerns the fusion of the cells, the 
perfusion of the vasculature and tissue maturation. Many 
studies have been recounted throughout this paper which 
address every aspect of the organ printing process. Obvi-
ously much advancement must be made in every aspect of 
bioprinting technology before it can be applied to organ 
printing, but the feasibility of using bioprinting technolo-
gies to print an organ is strongly indicated by the ground-
breaking scientific research that has inundated this field in 
the recent years (Mironov et. al., 2003). 

Conclusion 

 After reviewing the scientific data related to bi-
oprinting, it is safe to say that there is currently no way to 
successfully print a fully functional organ. But that is not to 
say that bioprinting isn’t a viable method for organ regen-
eration. Bioprinting is a science that is less than two dec-
ades old and as a result, the technology and mechanisms 
are not advanced enough at this stage in time. The re-
search that has been reviewed in this paper demonstrates 
though that every aspect of the organ printing process is 
being tackled and is a work-in-progress. 

 So much success has been achieved in so few 
years and there is definitely a long way to go. Each study 
brings forth an important piece of the enormous puzzle 
that is bioprinting. There are obviously many revisions to 
the experiments and advancements to the technology that 
must be undergone before organ printing can make the 
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portant because it helps keep the printed skin constructs 
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pacted in any way. One major advantage of the bioprinted 
skin substitutes is that blood vessel formation was ob-
served in the skin constructs. Fast vascularization is imper-
ative so that the cells can receive oxygen and eliminate cell 
waste. Complete vascularization was not achieved, but the 
authors assume that the issue was due to the time con-
straints of the study and that complete vascularization of 
the skin substitutes needs more time to be carried out. 
Despite this setback, this study demonstrated that blood 
vessels branched from the wound site and spread through 

the skin substitute very quickly, which is of the highest pri-
ority among engineered tissue (Michael et. al., 2013). 
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to form capillaries, and also have the unique property of 
adjusting their number and structure based on their micro-
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be produced by the blood and plays a part in natural 
wound healing, fibrin gels are used as adhesives during 
surgery, fibrin glue can be used as a skin graft, and fibrin 
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study, fibrin gel was used as a biopaper substrate for the 
HMVEC to be printed onto, and it was polymerized by 
combining varying concentrations of fibrinogen, thrombin 
and calcium. After the printed construct was incubated, a 
scanning electron microscope was used to facilitate the 
examination of the microstructure of the fibrin. Its me-
chanical properties were tested as well using an MTS elec-
tromechanical testing system. Results showed that the fi-
brin gel scaffold underwent only minor deformations as a 
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21 days. The microvasculature exhibited tubular structures 
which is consistent with the channels and tubes usually 
formed by endothelial cells. This demonstrates that ther-
mal inkjet printers can be used to successfully fabricate 
human microvasculature which is fully functional (Cui, Bo-
land, 2009). 

Challenges in the Way of Organ Printing 

 Before any of the technology and methods pro-
posed above can be implemented, one of the first steps to 
be done in organ printing is creating an organ blueprint. It 
is a computer-aided design that uses computer software to 
create a three-dimensional model. The software program 
then directs the bioprinter to deposit each biocomponent 
layer-by-layer. The challenge with organ blueprints is that 
they need to account for the post-printing processing that 
the 3D printed construct will undergo as a result of tissue 
fusion and maturation (Mironov et. al., 2008). 

 Many studies have experimented with various bi-
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bioprinting process. In addition to further improvements in 
these areas, bioreactors are an important component of 
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structs can be placed in its sterile conditions without incur-
ring damage. The bioreactor also needs to allow perfusion 
of the vasculature in the printed construct. It takes time 
though before the vascular system is developed so the bio-
reactor also needs to provide a temporary irrigation sys-
tem. This can be achieved using porous needles with pres-
sure controlled dripper systems that can provide the wet 
environment that the tissue needs for its development. 
When the vasculature is sufficiently developed, the irriga-
tion is terminated and perfusion of the vascular tree com-
mences (Mironov et. al., 2011). 

 The last step in the bioprinting process is post-
processing, and as was previously mentioned, it is probably 

the most crucial one. That is why biomonitoring proce-
dures must be created and applied. It is important to moni-
tor the tissue maturation and the kinetics of tissue self-
assembly. In addition, maturogens that aid and accelerate 
post-processing and tissue maturation are necessary. Ma-
turogens are biological, chemical, or physical factors and 
procedures that effectively ensure that the printed cell 
constructs become a fully-functional three-dimensional 
organ (Mironov et. al., 2008). 

The Feasability of Organ Printing 

 There are three major phases in the organ printing 
procedure: preprocessing, processing, and post-
processing. Preprocessing involves the development of an 
organ blueprint or alternate CAD. Processing refers to the 
actual printing of cells onto a substrate, forming a 3D con-
struct. Post-processing concerns the fusion of the cells, the 
perfusion of the vasculature and tissue maturation. Many 
studies have been recounted throughout this paper which 
address every aspect of the organ printing process. Obvi-
ously much advancement must be made in every aspect of 
bioprinting technology before it can be applied to organ 
printing, but the feasibility of using bioprinting technolo-
gies to print an organ is strongly indicated by the ground-
breaking scientific research that has inundated this field in 
the recent years (Mironov et. al., 2003). 

Conclusion 

 After reviewing the scientific data related to bi-
oprinting, it is safe to say that there is currently no way to 
successfully print a fully functional organ. But that is not to 
say that bioprinting isn’t a viable method for organ regen-
eration. Bioprinting is a science that is less than two dec-
ades old and as a result, the technology and mechanisms 
are not advanced enough at this stage in time. The re-
search that has been reviewed in this paper demonstrates 
though that every aspect of the organ printing process is 
being tackled and is a work-in-progress. 

 So much success has been achieved in so few 
years and there is definitely a long way to go. Each study 
brings forth an important piece of the enormous puzzle 
that is bioprinting. There are obviously many revisions to 
the experiments and advancements to the technology that 
must be undergone before organ printing can make the 
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leap from the lab to industrial-level production. Neverthe-
less, the viability of organ printing is affirmed by the enor-
mous amount of progress and success in the bioprinting 
field. 
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Introduction 

 Brain ischemia is a condition where there is insuffi-
cient blood flow to the brain to meet the metabolic de-
mand.  Focal ischemia occurs when a blood clot blocks a 
cerebral vessel and it reduces blood flow and causes cell 
death to a confined region of the brain.  Global ischemia, 
on the other hand occurs when blood flow to the entire 
brain is drastically reduced and the damage encompasses 
vast areas of brain tissue.  When one suffers from focal 
ischemia and experiences brain cell death in a certain re-
gion, the area surrounding the ischemic core is called the 
peri-infarct cortex.  While this area is compromised, it is 
potentially salvageable, so researchers study the physio-
logic changes that take place there. When ischemia occurs, 
energy hungry neurons stop functioning within seconds 
due to a lack of oxygen and they quickly show signs of 
structural damage.  As the energy dependent processes 
fail, neurons cannot maintain their normal trans-
membrane ionic gradients, leading to cell death, or stroke, 
and the impairment of sensory and motor functioning.   

 Stroke, which affects a large percentage of the 
population, is the cause of a lot of physical and emotional 
suffering for the victims and their families.  This is because 
it causes significant damage to brain tissue and to external 
neuronal connections that are involved in cognitive and 
functional tasks.  While there are currently no pharmaco-
logical agents that can aid in restoring these functions, by 
studying and understanding the mechanisms that underlie 

spontaneous neural plasticity, researchers can identify 
neurobiological signals which can be critical for treatment 
and recovery of post-stroke patients (Wieloch T, Nikolich 
K,2006).  This paper details the various mechanisms of 
brain plasticity and how they occur. 

Materials and Methods 

 The information in this paper was obtained by 
critical analysis of scientific research articles and re-
views.  The articles were found in Touro College’s online 
database and from various online medical journals.  Most 
of the information is based on experiments and research 
done on rats because it is the most feasible way of obtain-
ing vast information about strokes and the brain.  While 
this information may not be completely applicable to the 
human brain, researchers feel that there is a lot of im-
portant information that can be obtained this way. 

Discussion 

Dendritic Spines: 

 Pyramidal neurons have a pyramid shaped body 
and are the most numerous excitatory cell type in the fore-
brain.  Apical dendrites emerge from the apex of the py-
ramidal cell body and have membranous protrusions, 
called spines, which are the recipients of most excitatory 
signals in the brain.  They participate in the transmission 
and integration of these signals and can also help increase 
the number of possible contacts between neu-
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ing and consolidating new neuronal networks. 
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field. 
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fail, neurons cannot maintain their normal trans-
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rons.  Dendritic spines are very plastic because they can 
change in shape, volume, and number in a small amount of 
time.  These rapid changes in spine morphology that come 
as a result of the stroke could potentially influence electri-
cal conduction of postsynaptic potentials (Brown CE, et. al., 
2008). 

 In order to study the rapid, ischemia induced 
changes in apical dendritic spines, researchers used the 
photothrombotic method, to induce a stroke in 20 adult 
male mice, in the part of the sensorimotor cortex that 
affects the forelimbs.  Photothrombosis uses photo activa-
tion of injected light sensitive dye.  Once it is illuminated, 
the dye is activated, and it produces singlet oxygen, an 
electronically excited state of molecular oxygen that caus-
es platelet aggregation and thrombi formation to interrupt 
local blood flow.  This method is used because it produces 
highly localized and reproducible lesions   Results show 
that focal stroke triggers rapid spine loss and elongation of 
remaining spines in the peri-infarct cortex (Brown CE, et. 
al., 2008). 

 The mouse brain was processed using Golgi-Cox 
staining.  This is a silver staining that is used to view nerve 
tissues under light microscopy.  This method only stains a 
limited number of entire cells at random, which allows 
neuroanatomists to track connections between neurons 
and to make the complex networking structure of many 
parts of the brain visible.  They used this method to view 
the dendritic spine structures in the cortex at 2, 6 and 24 
hours after the stroke.  They selected pyramidal neurons 
from the peri-infarct primary motor cortex/M1and more 
distant secondary motor cortex/M2 to analyze the spine 
length and density.  Two hours after the stroke, the loss of 
staining in the infarct core was already evident, while there 
was still relatively full labeling of neurons in the peri-infarct 
cortex.  At the infarct border, the neurons had an asym-
metric appearance because of the fully labeled dendrites 
on the non-ischemic side of the soma and fragmented den-
drites on the other side projecting toward the infarct 
core.  The researchers also measured the spine length of 
thousands of spines along the primary apical dendrites of 
neurons in the peri-infarct primary motor, secondary mo-
tor, and contralateral barrel cortex (layer 4 of somatosen-
sory cortex). Analysis of this data revealed that spine 

length varied significantly from the control as a function of 
time after stroke and distance from the site of infarc-
tion.  Spines were longer in the peri-infarct M1 but not in 
the other 2 regions.  Additionally, within 24 hours after 
stroke, spine density levels dropped significantly in the peri
-infarct M1.  These findings suggest that during the first 24 
hours after focal stroke, there is a loss of spines in the peri-
infarct cortex.  However, the measurements of the spines 
that remained were longer than that of the controls 
(Brown CE, et. al., 2008).  The data also suggests that the 
effects of ischemia are limited mainly to neurons close to 
the infarct border because we do not see significant chang-
es in spine density in the more distant M2 and contrala-
teral barrel cortex.  Changes in dendritic spine length or 
shape can significantly alter the functional properties of 
neurons by helping to make new connections.    

 What mechanisms are responsible for enhanced 
dendritic spine plasticity after stroke?  Stroke induces cer-
tain gene expressions in the peri-infarct cortex that can 
regulate neuronal factors including GAP-43.  GAP-43 is a 
growth or plasticity protein that is expressed at high levels 
during development of neurons in babies.  However, the 
presence of GAP-43 levels in adult presynaptic membranes 
suggests that it continues to play a role in the functioning 
of certain synapses throughout life (Stroemer RP, et. 
al.,1995). 

Dendrites and Vasculature 

 In addition to the plasticity of dendritic spines, the 
spontaneous recovery of functions after stroke is thought 
to be brought about through the reorganization and rewir-
ing of surviving brain circuits.  The surviving areas of the 
brain adjacent to the site of stroke reorganize and adopt 
new roles to compensate for the damage (Brown CE, et. 
al.,2007).  Since dendritic spine turnover is the cause of 
rewiring during normal development and plasticity, it is 
likely to take part in bringing about changes that take place 
during and after stroke.   

 By using in vivo two-photon imaging, researchers 
examine changes in dendritic and vascular structure in cor-
tical regions recovering from stroke.  In adult control mice, 
dendritic arbors were relatively stable, however after 
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stroke, the organization of the dendrites in the peri-infarct 
cortex was altered.   Using two-photon microscopy to 
monitor real time changes in dendritic structure, results 
indicate that cerebral infarction causes major changes in 
the peri-infarct dendrites and vasculature. 

 For the experiment, adult male mice expressing 
yellow fluorescent protein were used in order to label/
highlight the specific neurons in layer 5 of the cor-
tex.  Once again, the photothrombotic method was used 
to induce the infarction to the cortical representation of 
the forelimb.  In order to study the organization of the 
dendrites, the apical dendritic tufts of the highlighted neu-
rons were imaged with two photon imaging every hour for 
a 6 or 7 hour period.  In control mice, the apical dendritic 
tufts and vasculature were intertwined with one another 
without any particular spatial relationship.  However, 
these components in the peri-infarct cortex of injured 
mice displayed a very different pattern of organization; 
the dendrites and vasculature appear to be parallel with 
one another and radiate outward from the edge of the 
infarct border.  In addition, researchers took note of the 
blood flow velocity of the plasma moving through the lu-
men of the capillaries.  While they found that blood flow 
velocity was similar to that of the control, they observed 
that the density of the blood vessels in the peri- infarct 
region increased over time (Brown CE, et. 
al.,2007).   Given the importance of dendrites in neuro-
transmission, these changes in dendrite structure may 
very possibly aid in the functional and/or behavioral 
changes in post stroke victims. 

Branching Patterns: 

 The branching patterns of dendrites are associat-
ed with their ability to integrate synaptic inputs from vari-
ous sources.  Therefore, changes in the architecture of the 
dendrites will determine the size and selectivity of the 
receptive field of that neuron. Using in vivo time lapse 
imaging, fully mature pyramidal neurons were seen to be 
capable of significant structural remodeling when faced 
with nearby ischemia.  They remodel in a manner that 
conserves the total dendritic length by favoring both 
growth and retraction equally. Researchers chose to fol-
low specific neurons in 2-3 month old mice.  Before induc-

ing stroke, they imaged the apical dendritic tufts for 2-4 
weeks and measured the length of the dendritic branch 
tips.  These images indicated that the lengths were rela-
tively stable being that the total length remodeled was 
only 7% every 2 weeks.  After inducing focal stroke in the 
cortical territory adjacent to these imaged neurons, the 
dendritic arbors were imaged every 2 weeks for 4 to 6 
weeks.  The stroke altered the configuration of the apical 
dendrites in the peri infarct cortex.  The total length of the 
dendrite remodeled was inversely related to the distance 
of the neuron to the infarct border.  Additionally it was 
observed, that the remodeling mostly occurred through 
existing branch tips-entire tips were generally not elimi-
nated and there were generally no additions of entirely 
new branches (Brown CE, et. al., 2009). 

 These results show that while stroke triggers 
structural plasticity, it conserves the total length by favor-
ing growth and retraction equally.  It was also noted that 
dendrites facing toward the infarct retracted while those 
oriented away from the infarct grew.  The fact that total 
dendritic length within the neurons didn’t change signifi-
cantly over time despite the increase in dendritic remodel-
ing suggests that mature cortical neurons may have an 
innate mechanism that conserves the total amount of 
space each neuron takes up. 

Axonal Outgrowth/ Sprouting of Surviving Neurons 

 Recovery of function following cortical injury is 
also associated with enhanced axonal growth and remod-
eling in the area of the lesion.  For example, small ischem-
ic lesions trigger horizontal axonal sprouting between are-
as that are not normally connected.  Neurofilament is a 
major component of the neuron’s cytoskeleton that pro-
vides structural support for the axon and regulates the 
axon’s diameter.  Phosphorylated heavy neurofilament 
participates in axonal growth and regulates synaptic func-
tions.  Stroke gradually but substantially increases heavy 
neurofilament axons in the peri-infarct cortex and in ho-
mologous areas of the contralateral cortex during the re-
covery period.  At the same time, experimental data re-
vealed that stroke induces a loss in heavy neurofilament 
axons in the region of the infarct.  The expression of neu-
rofilament proteins during axon outgrowth suggests that 
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rons.  Dendritic spines are very plastic because they can 
change in shape, volume, and number in a small amount of 
time.  These rapid changes in spine morphology that come 
as a result of the stroke could potentially influence electri-
cal conduction of postsynaptic potentials (Brown CE, et. al., 
2008). 

 In order to study the rapid, ischemia induced 
changes in apical dendritic spines, researchers used the 
photothrombotic method, to induce a stroke in 20 adult 
male mice, in the part of the sensorimotor cortex that 
affects the forelimbs.  Photothrombosis uses photo activa-
tion of injected light sensitive dye.  Once it is illuminated, 
the dye is activated, and it produces singlet oxygen, an 
electronically excited state of molecular oxygen that caus-
es platelet aggregation and thrombi formation to interrupt 
local blood flow.  This method is used because it produces 
highly localized and reproducible lesions   Results show 
that focal stroke triggers rapid spine loss and elongation of 
remaining spines in the peri-infarct cortex (Brown CE, et. 
al., 2008). 

 The mouse brain was processed using Golgi-Cox 
staining.  This is a silver staining that is used to view nerve 
tissues under light microscopy.  This method only stains a 
limited number of entire cells at random, which allows 
neuroanatomists to track connections between neurons 
and to make the complex networking structure of many 
parts of the brain visible.  They used this method to view 
the dendritic spine structures in the cortex at 2, 6 and 24 
hours after the stroke.  They selected pyramidal neurons 
from the peri-infarct primary motor cortex/M1and more 
distant secondary motor cortex/M2 to analyze the spine 
length and density.  Two hours after the stroke, the loss of 
staining in the infarct core was already evident, while there 
was still relatively full labeling of neurons in the peri-infarct 
cortex.  At the infarct border, the neurons had an asym-
metric appearance because of the fully labeled dendrites 
on the non-ischemic side of the soma and fragmented den-
drites on the other side projecting toward the infarct 
core.  The researchers also measured the spine length of 
thousands of spines along the primary apical dendrites of 
neurons in the peri-infarct primary motor, secondary mo-
tor, and contralateral barrel cortex (layer 4 of somatosen-
sory cortex). Analysis of this data revealed that spine 

length varied significantly from the control as a function of 
time after stroke and distance from the site of infarc-
tion.  Spines were longer in the peri-infarct M1 but not in 
the other 2 regions.  Additionally, within 24 hours after 
stroke, spine density levels dropped significantly in the peri
-infarct M1.  These findings suggest that during the first 24 
hours after focal stroke, there is a loss of spines in the peri-
infarct cortex.  However, the measurements of the spines 
that remained were longer than that of the controls 
(Brown CE, et. al., 2008).  The data also suggests that the 
effects of ischemia are limited mainly to neurons close to 
the infarct border because we do not see significant chang-
es in spine density in the more distant M2 and contrala-
teral barrel cortex.  Changes in dendritic spine length or 
shape can significantly alter the functional properties of 
neurons by helping to make new connections.    

 What mechanisms are responsible for enhanced 
dendritic spine plasticity after stroke?  Stroke induces cer-
tain gene expressions in the peri-infarct cortex that can 
regulate neuronal factors including GAP-43.  GAP-43 is a 
growth or plasticity protein that is expressed at high levels 
during development of neurons in babies.  However, the 
presence of GAP-43 levels in adult presynaptic membranes 
suggests that it continues to play a role in the functioning 
of certain synapses throughout life (Stroemer RP, et. 
al.,1995). 

Dendrites and Vasculature 

 In addition to the plasticity of dendritic spines, the 
spontaneous recovery of functions after stroke is thought 
to be brought about through the reorganization and rewir-
ing of surviving brain circuits.  The surviving areas of the 
brain adjacent to the site of stroke reorganize and adopt 
new roles to compensate for the damage (Brown CE, et. 
al.,2007).  Since dendritic spine turnover is the cause of 
rewiring during normal development and plasticity, it is 
likely to take part in bringing about changes that take place 
during and after stroke.   

 By using in vivo two-photon imaging, researchers 
examine changes in dendritic and vascular structure in cor-
tical regions recovering from stroke.  In adult control mice, 
dendritic arbors were relatively stable, however after 
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stroke, the organization of the dendrites in the peri-infarct 
cortex was altered.   Using two-photon microscopy to 
monitor real time changes in dendritic structure, results 
indicate that cerebral infarction causes major changes in 
the peri-infarct dendrites and vasculature. 

 For the experiment, adult male mice expressing 
yellow fluorescent protein were used in order to label/
highlight the specific neurons in layer 5 of the cor-
tex.  Once again, the photothrombotic method was used 
to induce the infarction to the cortical representation of 
the forelimb.  In order to study the organization of the 
dendrites, the apical dendritic tufts of the highlighted neu-
rons were imaged with two photon imaging every hour for 
a 6 or 7 hour period.  In control mice, the apical dendritic 
tufts and vasculature were intertwined with one another 
without any particular spatial relationship.  However, 
these components in the peri-infarct cortex of injured 
mice displayed a very different pattern of organization; 
the dendrites and vasculature appear to be parallel with 
one another and radiate outward from the edge of the 
infarct border.  In addition, researchers took note of the 
blood flow velocity of the plasma moving through the lu-
men of the capillaries.  While they found that blood flow 
velocity was similar to that of the control, they observed 
that the density of the blood vessels in the peri- infarct 
region increased over time (Brown CE, et. 
al.,2007).   Given the importance of dendrites in neuro-
transmission, these changes in dendrite structure may 
very possibly aid in the functional and/or behavioral 
changes in post stroke victims. 

Branching Patterns: 

 The branching patterns of dendrites are associat-
ed with their ability to integrate synaptic inputs from vari-
ous sources.  Therefore, changes in the architecture of the 
dendrites will determine the size and selectivity of the 
receptive field of that neuron. Using in vivo time lapse 
imaging, fully mature pyramidal neurons were seen to be 
capable of significant structural remodeling when faced 
with nearby ischemia.  They remodel in a manner that 
conserves the total dendritic length by favoring both 
growth and retraction equally. Researchers chose to fol-
low specific neurons in 2-3 month old mice.  Before induc-

ing stroke, they imaged the apical dendritic tufts for 2-4 
weeks and measured the length of the dendritic branch 
tips.  These images indicated that the lengths were rela-
tively stable being that the total length remodeled was 
only 7% every 2 weeks.  After inducing focal stroke in the 
cortical territory adjacent to these imaged neurons, the 
dendritic arbors were imaged every 2 weeks for 4 to 6 
weeks.  The stroke altered the configuration of the apical 
dendrites in the peri infarct cortex.  The total length of the 
dendrite remodeled was inversely related to the distance 
of the neuron to the infarct border.  Additionally it was 
observed, that the remodeling mostly occurred through 
existing branch tips-entire tips were generally not elimi-
nated and there were generally no additions of entirely 
new branches (Brown CE, et. al., 2009). 

 These results show that while stroke triggers 
structural plasticity, it conserves the total length by favor-
ing growth and retraction equally.  It was also noted that 
dendrites facing toward the infarct retracted while those 
oriented away from the infarct grew.  The fact that total 
dendritic length within the neurons didn’t change signifi-
cantly over time despite the increase in dendritic remodel-
ing suggests that mature cortical neurons may have an 
innate mechanism that conserves the total amount of 
space each neuron takes up. 

Axonal Outgrowth/ Sprouting of Surviving Neurons 

 Recovery of function following cortical injury is 
also associated with enhanced axonal growth and remod-
eling in the area of the lesion.  For example, small ischem-
ic lesions trigger horizontal axonal sprouting between are-
as that are not normally connected.  Neurofilament is a 
major component of the neuron’s cytoskeleton that pro-
vides structural support for the axon and regulates the 
axon’s diameter.  Phosphorylated heavy neurofilament 
participates in axonal growth and regulates synaptic func-
tions.  Stroke gradually but substantially increases heavy 
neurofilament axons in the peri-infarct cortex and in ho-
mologous areas of the contralateral cortex during the re-
covery period.  At the same time, experimental data re-
vealed that stroke induces a loss in heavy neurofilament 
axons in the region of the infarct.  The expression of neu-
rofilament proteins during axon outgrowth suggests that 
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they are important for axon development (Ueno Y, et. al., 
2012). 

 The correlation between neurofilaments and axon 
growth was displayed in Xenopus (African claw frogs used 
for experiments) embryos.  Antibodies against neurofila-
ment were injected into embryos to disrupt neurofila-
ments on one side of the embryo during axon develop-
ment.  Time lapse video microscopy was used to study 
neurite outgrowth.  Neurites include any projection com-
ing from the cell body, like axons or dendrites.  By the sec-
ond day of axon outgrowth, they produced shorter axons 
because they spent less time actively elongating (Walker 
KL, et. al., 2001).  This indicates that neurofilaments pro-
mote normal rates of axon elongation.  This study proves 
that neurofilaments play an important role in axonal out-
growth. 

Cortical Rewiring 

 After a cortical infarct in the primary motor cortex 
(or other parts of the brain), other intact, more distant re-
gions of the brain such as premotor areas, remod-
el.  Because the ventral premotor cortex shares extensive 
connections with the primary motor cortex/M1, after M1 
injury, the axons of the ventral premotor cortex that led to 
M1 degenerate.  As a result, these neurons seek new tar-
gets and remodel during the post-infarct peri-
od.  Researchers initially used microelectrode stimulation 
to observe the neurophysiological mapping between M1 
and ventral premotor cortex before the infarct.  This infor-
mation was used to identify the areas sharing connec-
tions.  By electrically stimulating the hand to move they 
recorded all the sites at which the stimulation elicited 
movements.  Researchers then induced a cortical infarct 
destroying the hand representation in the primary motor 
cortex of 8 adult squirrel monkeys and examined the corti-
cal connections of the ventral premotor cortex several 
months later by following a tract tracer (biotinylated dex-
tran amine) that was injected into the ventral premotor 
cortex hand area.  Comparing the data with the pattern of 
connections in uninjured animals, labeling patterns indicat-
ed an increase in ventral premotor cortex terminal fields 
after the injury (Dancause N, et. al., 2005).     

Cell Genesis 

 In addition to repair and regrowth of surviving 
neurons, cell genesis is stimulated following stroke in cer-
tain areas such as the subventricular zone.  The subventric-
ular zone is a brain structure situated in the lateral walls of 
the lateral ventricles that is a known site of neurogenesis. 
Cell death in the brain triggers a regenerative response in 
the tissue adjacent to the area of cell death.  Stroke induc-
es an increase in the number of immature neurons, or neu-
roblasts in the subventricular zone.  Then, within the first 2
-4 weeks after stroke, these neuroblasts migrate to the 
tissue adjacent to the stroke site.  Eventually they can go 
on to express markers of mature neurons.  To determine 
the path and signaling systems used in neurogenesis, a 
focal stroke was induced in the somatosensory barrel field 
cortex of mice.  It was found that new, immature neurons 
were present in large numbers in the peri-infarct cortex in 
the first week after stroke.  The neuroblasts form close 
physical associations with peri-infarct blood vessels in a 
region of active vascular remodeling.  Because neurons in 
the peri-infarct cortex experience abnormal patterns of 
synaptic transmission due to the lesion, newly born neuro-
blasts may help to improve behavioral recovery by stabiliz-
ing the injured neurons (Ohab JJ, et. al., 2006). 

Brain Derived Neurotophic Factor 

 Brain derived neurotrophic factor (BDNF) is a se-
creted protein that plays a role in the processes mentioned 
above-neuronal survival, synaptic plasticity, and neural 
plasticity.  It is one of a family of neurotrophins that influ-
ences neuronal proliferation, survival, and differentiation 
as a result of binding to its tyrosine kinase receptor.  BDNF 
is stored and released from glutamate neurons and aids in 
recovery from brain injury.  Therefore, exogenous treat-
ments with BDNF after stroke, enhances behavioral recov-
ery.  In addition, exercise, which increases the amount of 
brain derived neurotrophic factor, seems to improve be-
havioral outcome in rodent stroke models.  On the other 
hand, inhibiting BDNF can reduce and slow down the re-
covery process.  These findings support the role of BDNF in 
motor map reorganization.  Thirty two male rats were test-
ed by inducing focal ischemia.  On day 4, half of the ani-
mals received a BDNF inhibitor (antisense BDNF oligonucle-
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otide), while the other half received BDNF.  Each group 
was further divided, half receiving rehab training and half 
not.  Rehab consisted of a running exercise and reach 
training.  These therapies significantly improved skilled 
reaching in the staircase task after focal ische-
mia.  However, blocking BDNF receptor, prevented behav-
ioral recovery (Ploughman M, et. al., 2009).  This study 
shows that BDNF plays a crucial role in the motor relearn-
ing that takes place as a result of poststroke rehabilita-
tion.   

fMRI and BOLD 

 As found in the previous studies, gradual improve-
ment of motor function after stroke, is associated with 
changes in functional and structural connectivity within 
bilateral neuronal networks.  Brain reorganization leads to 
normalization of neuronal signal synchronization within 
the affected sensorimotor cortical network and between 
the affected and unaffected sensorimotor cortices. Func-
tional imaging (fMRI) studies have provided evidence of 
cerebral reorganization by displaying task induced activa-
tion patterns in the affected/ipsilesional and contralesional 
brain hemispheres.  The resting state fMRIs show a shift 
toward a more random topology of the motor execution 
network in recovering stroke patients.  Additionally, meas-
urement of blood oxygenation level-dependent (BOLD) 
fluctuations with fMRI has revealed changes in interhe-
mispheric synchronization of neuronal signaling which cor-
related with behavioral outcome.  It is changes in dendritic 
morphology, axonal sprouting and synaptogenesis that 
lead to these critical adjustments of local structural con-
nectivity. 

 Before making lesions in the rats’ brains, research-
ers identified the baseline functional network that includes 
the bilateral cortices of all rats using mean BOLD signals 
from fMRI scans.  Then they induced medium and large 
size lesions in rats while maintaining a group of 10 control 
rats.  The sensorimotor function of the rats was reduced 
after stroke, especially in the rats with a large 
stroke.   Maps of functional connectivity of the contrale-
sional sensorimotor cortex with the rest of the brain illus-
trated that the strong baseline interhemispheric functional 
connectivity between the left and right sensorimotor corti-

ces was lost at three days after the stroke.  Shortly after, 
both groups of rats (medium and large stroke) showed an 
increase in connectivity, with stroke medium rats returned 
to baseline levels after day 70 while stroke large rats im-
proved somewhat but remained significantly lower at all 
time points after stroke. The changes in intercortical func-
tional connectivity after stroke were confirmed by EEG re-
cordings.  EEG is an electroencephalogram which 
measures and records the electrical activity in the 
brain.  Just like the results from the resting state fMRI, a 
significant loss of intercortical synchronization was shown 
with EEG signals as compared with baseline.  Intraregional 
signal coherence in the ipsilesional sensorimotor cortex 
also significantly reduced at days 3 and 7 after stroke.  This 
was restored in stroke medium patients after more than 
three weeks, but took about ten weeks for stroke large 
groups. These studies show that the improvement of sen-
sorimotor function is associated with the restoration of 
interhemispheric connectivity of the bilateral sensorimotor 
cortex (Van Meer MP, et. al., 2012). n 

Conclusion 

 Despite the large amounts of brain damage that 
occur after one suffers from a stroke, the above studies 
prove that there is hope for stroke victims (and their fami-
lies).  While the chances of recovery and the degree of re-
covery varies from person to person, most people have a 
chance at recovering some of their lost functions.  The de-
gree of recovery depends on various factors such as the 
size of the stroke and their course of rehabilita-
tion.  However, by understanding all the neuronal mecha-
nisms that underlie post-stroke recovery, like axonal 
growth, spine outgrowth, spinal remodeling, and cortical 
rewiring, researchers can hopefully develop strategies to 
enhance these processes. 

References 

Brown CE, Boyd JD, Murphy TH. Longitudinal in vivo imaging reveals 
balanced and branch-specific remodeling of mature cortical pyramidal 
dendritic arbors after stroke. J Cereb Blood Flow Metab. 2010; 30(4): 
783–791. 

Brown CE, Li P, Boyd JD, Delaney KR, Murphy TH. Extensive turnover of 
dendritic spines and vascular remodeling in cortical tissues recovering 
from stroke. The Journal of Neuroscience. 2007;27(15):4101– 4109 

Neural Plasticity Following Ischemia 



26 

 

they are important for axon development (Ueno Y, et. al., 
2012). 

 The correlation between neurofilaments and axon 
growth was displayed in Xenopus (African claw frogs used 
for experiments) embryos.  Antibodies against neurofila-
ment were injected into embryos to disrupt neurofila-
ments on one side of the embryo during axon develop-
ment.  Time lapse video microscopy was used to study 
neurite outgrowth.  Neurites include any projection com-
ing from the cell body, like axons or dendrites.  By the sec-
ond day of axon outgrowth, they produced shorter axons 
because they spent less time actively elongating (Walker 
KL, et. al., 2001).  This indicates that neurofilaments pro-
mote normal rates of axon elongation.  This study proves 
that neurofilaments play an important role in axonal out-
growth. 

Cortical Rewiring 

 After a cortical infarct in the primary motor cortex 
(or other parts of the brain), other intact, more distant re-
gions of the brain such as premotor areas, remod-
el.  Because the ventral premotor cortex shares extensive 
connections with the primary motor cortex/M1, after M1 
injury, the axons of the ventral premotor cortex that led to 
M1 degenerate.  As a result, these neurons seek new tar-
gets and remodel during the post-infarct peri-
od.  Researchers initially used microelectrode stimulation 
to observe the neurophysiological mapping between M1 
and ventral premotor cortex before the infarct.  This infor-
mation was used to identify the areas sharing connec-
tions.  By electrically stimulating the hand to move they 
recorded all the sites at which the stimulation elicited 
movements.  Researchers then induced a cortical infarct 
destroying the hand representation in the primary motor 
cortex of 8 adult squirrel monkeys and examined the corti-
cal connections of the ventral premotor cortex several 
months later by following a tract tracer (biotinylated dex-
tran amine) that was injected into the ventral premotor 
cortex hand area.  Comparing the data with the pattern of 
connections in uninjured animals, labeling patterns indicat-
ed an increase in ventral premotor cortex terminal fields 
after the injury (Dancause N, et. al., 2005).     

Cell Genesis 

 In addition to repair and regrowth of surviving 
neurons, cell genesis is stimulated following stroke in cer-
tain areas such as the subventricular zone.  The subventric-
ular zone is a brain structure situated in the lateral walls of 
the lateral ventricles that is a known site of neurogenesis. 
Cell death in the brain triggers a regenerative response in 
the tissue adjacent to the area of cell death.  Stroke induc-
es an increase in the number of immature neurons, or neu-
roblasts in the subventricular zone.  Then, within the first 2
-4 weeks after stroke, these neuroblasts migrate to the 
tissue adjacent to the stroke site.  Eventually they can go 
on to express markers of mature neurons.  To determine 
the path and signaling systems used in neurogenesis, a 
focal stroke was induced in the somatosensory barrel field 
cortex of mice.  It was found that new, immature neurons 
were present in large numbers in the peri-infarct cortex in 
the first week after stroke.  The neuroblasts form close 
physical associations with peri-infarct blood vessels in a 
region of active vascular remodeling.  Because neurons in 
the peri-infarct cortex experience abnormal patterns of 
synaptic transmission due to the lesion, newly born neuro-
blasts may help to improve behavioral recovery by stabiliz-
ing the injured neurons (Ohab JJ, et. al., 2006). 

Brain Derived Neurotophic Factor 

 Brain derived neurotrophic factor (BDNF) is a se-
creted protein that plays a role in the processes mentioned 
above-neuronal survival, synaptic plasticity, and neural 
plasticity.  It is one of a family of neurotrophins that influ-
ences neuronal proliferation, survival, and differentiation 
as a result of binding to its tyrosine kinase receptor.  BDNF 
is stored and released from glutamate neurons and aids in 
recovery from brain injury.  Therefore, exogenous treat-
ments with BDNF after stroke, enhances behavioral recov-
ery.  In addition, exercise, which increases the amount of 
brain derived neurotrophic factor, seems to improve be-
havioral outcome in rodent stroke models.  On the other 
hand, inhibiting BDNF can reduce and slow down the re-
covery process.  These findings support the role of BDNF in 
motor map reorganization.  Thirty two male rats were test-
ed by inducing focal ischemia.  On day 4, half of the ani-
mals received a BDNF inhibitor (antisense BDNF oligonucle-
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otide), while the other half received BDNF.  Each group 
was further divided, half receiving rehab training and half 
not.  Rehab consisted of a running exercise and reach 
training.  These therapies significantly improved skilled 
reaching in the staircase task after focal ische-
mia.  However, blocking BDNF receptor, prevented behav-
ioral recovery (Ploughman M, et. al., 2009).  This study 
shows that BDNF plays a crucial role in the motor relearn-
ing that takes place as a result of poststroke rehabilita-
tion.   

fMRI and BOLD 

 As found in the previous studies, gradual improve-
ment of motor function after stroke, is associated with 
changes in functional and structural connectivity within 
bilateral neuronal networks.  Brain reorganization leads to 
normalization of neuronal signal synchronization within 
the affected sensorimotor cortical network and between 
the affected and unaffected sensorimotor cortices. Func-
tional imaging (fMRI) studies have provided evidence of 
cerebral reorganization by displaying task induced activa-
tion patterns in the affected/ipsilesional and contralesional 
brain hemispheres.  The resting state fMRIs show a shift 
toward a more random topology of the motor execution 
network in recovering stroke patients.  Additionally, meas-
urement of blood oxygenation level-dependent (BOLD) 
fluctuations with fMRI has revealed changes in interhe-
mispheric synchronization of neuronal signaling which cor-
related with behavioral outcome.  It is changes in dendritic 
morphology, axonal sprouting and synaptogenesis that 
lead to these critical adjustments of local structural con-
nectivity. 

 Before making lesions in the rats’ brains, research-
ers identified the baseline functional network that includes 
the bilateral cortices of all rats using mean BOLD signals 
from fMRI scans.  Then they induced medium and large 
size lesions in rats while maintaining a group of 10 control 
rats.  The sensorimotor function of the rats was reduced 
after stroke, especially in the rats with a large 
stroke.   Maps of functional connectivity of the contrale-
sional sensorimotor cortex with the rest of the brain illus-
trated that the strong baseline interhemispheric functional 
connectivity between the left and right sensorimotor corti-

ces was lost at three days after the stroke.  Shortly after, 
both groups of rats (medium and large stroke) showed an 
increase in connectivity, with stroke medium rats returned 
to baseline levels after day 70 while stroke large rats im-
proved somewhat but remained significantly lower at all 
time points after stroke. The changes in intercortical func-
tional connectivity after stroke were confirmed by EEG re-
cordings.  EEG is an electroencephalogram which 
measures and records the electrical activity in the 
brain.  Just like the results from the resting state fMRI, a 
significant loss of intercortical synchronization was shown 
with EEG signals as compared with baseline.  Intraregional 
signal coherence in the ipsilesional sensorimotor cortex 
also significantly reduced at days 3 and 7 after stroke.  This 
was restored in stroke medium patients after more than 
three weeks, but took about ten weeks for stroke large 
groups. These studies show that the improvement of sen-
sorimotor function is associated with the restoration of 
interhemispheric connectivity of the bilateral sensorimotor 
cortex (Van Meer MP, et. al., 2012). n 

Conclusion 

 Despite the large amounts of brain damage that 
occur after one suffers from a stroke, the above studies 
prove that there is hope for stroke victims (and their fami-
lies).  While the chances of recovery and the degree of re-
covery varies from person to person, most people have a 
chance at recovering some of their lost functions.  The de-
gree of recovery depends on various factors such as the 
size of the stroke and their course of rehabilita-
tion.  However, by understanding all the neuronal mecha-
nisms that underlie post-stroke recovery, like axonal 
growth, spine outgrowth, spinal remodeling, and cortical 
rewiring, researchers can hopefully develop strategies to 
enhance these processes. 
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Introduction 
 Amyotrophic Lateral Sclerosis (ALS), commonly 
known as “Lou Gehrig’s Disease,” is a fatal neurodegenera-
tive disorder characterized by the slow degeneration of the 
motor neurons (MNs) of the entire human body, including, 
but not limited to, the MNs of the cerebral cortex, spinal 
cord and limb, axial and respiratory muscles. ALS is an 
adult-onset, rapidly progressive disease, killing 50% of pa-
tients within 2 and a half years of symptom onset. There 
are two types of disease onset, Limb-onset, which is char-
acterized by degeneration of upper and lower motor neu-
rons (UMN and LMN) identified by weakness, fasciculations 
and spasticity of the limbs, and Bulbar-onset, degeneration 
of tongue muscles causing weakness and fasciculations in 
the tongue as well as spastic dysarthria and dysphagia. 
Eventually, no matter the type of onset, the motor neuron 
degeneration spreads throughout the body resulting in 
paralysis of the limbs and eventually the diaphragm, caus-
ing respiratory distress and ultimately death (Kiernan, et al. 
2011). 
ALS has been categorized into two classes, familial ALS, 
which is genetic and presented through a Mendelian 
pattern of inheritance, accounts for 5-10% of people with 
ALS, and Sporadic ALS which accounts for the remaining 
90% (Kiernan, et al. 2011). 
 At present, the etiology remains complex and un-
resolved and has confounded scientists over the century. 

As a result, finding a treatment for ALS has proved to be 
extremely challenging.  The etiology seems to be multifac-
eted with many genetic and molecular factors contributing 
directly and indirectly to the degeneration of motor neu-
rons, including gene mutations, neurotoxins, glutamate-
induced excitotoxicity, and structural abnormalities of the 
mitochondrion, sodium potassium pump and axonal struc-
tures. Mutations in SOD1 gene generates a toxic gain of 
function of SOD1 enzyme, formation of free radicals and 
formation of  aggregates due to improper folding of the 
SOD1 protein, resulting in impaired motor neuron function 
and neuron death (Kiernan, et al. 2011). The SOD1 gene, 
which accounts for 20% of familial ALS, is of significant im-
portance because it can transduce mice into effective ALS 
models for stem cell therapy and other research (Gurney, 
et al. 1994). 
To date, only one drug, Riluzole, remains effective in 
treating ALS symptoms, by inhibiting glutamate receptors 
and slowing the disease progression by 3-6 months.  This 
unfortunate lack of a significant cure or treatment may be 
a result of the inadequacy of diagnostic tests. By the time a 
patient is diagnosed with ALS, many of their motor neu-
rons have allready died, and their muscles atrophied. Since 
ALS can only be diagnosed once clinical symptoms appear, 
there is no early detection and therefor, no early preven-
tion (Kiernan, et al. 2011).    
 Stem cells, however, provide an astonishing and 
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Introduction 
 Amyotrophic Lateral Sclerosis (ALS), commonly 
known as “Lou Gehrig’s Disease,” is a fatal neurodegenera-
tive disorder characterized by the slow degeneration of the 
motor neurons (MNs) of the entire human body, including, 
but not limited to, the MNs of the cerebral cortex, spinal 
cord and limb, axial and respiratory muscles. ALS is an 
adult-onset, rapidly progressive disease, killing 50% of pa-
tients within 2 and a half years of symptom onset. There 
are two types of disease onset, Limb-onset, which is char-
acterized by degeneration of upper and lower motor neu-
rons (UMN and LMN) identified by weakness, fasciculations 
and spasticity of the limbs, and Bulbar-onset, degeneration 
of tongue muscles causing weakness and fasciculations in 
the tongue as well as spastic dysarthria and dysphagia. 
Eventually, no matter the type of onset, the motor neuron 
degeneration spreads throughout the body resulting in 
paralysis of the limbs and eventually the diaphragm, caus-
ing respiratory distress and ultimately death (Kiernan, et al. 
2011). 
ALS has been categorized into two classes, familial ALS, 
which is genetic and presented through a Mendelian 
pattern of inheritance, accounts for 5-10% of people with 
ALS, and Sporadic ALS which accounts for the remaining 
90% (Kiernan, et al. 2011). 
 At present, the etiology remains complex and un-
resolved and has confounded scientists over the century. 

As a result, finding a treatment for ALS has proved to be 
extremely challenging.  The etiology seems to be multifac-
eted with many genetic and molecular factors contributing 
directly and indirectly to the degeneration of motor neu-
rons, including gene mutations, neurotoxins, glutamate-
induced excitotoxicity, and structural abnormalities of the 
mitochondrion, sodium potassium pump and axonal struc-
tures. Mutations in SOD1 gene generates a toxic gain of 
function of SOD1 enzyme, formation of free radicals and 
formation of  aggregates due to improper folding of the 
SOD1 protein, resulting in impaired motor neuron function 
and neuron death (Kiernan, et al. 2011). The SOD1 gene, 
which accounts for 20% of familial ALS, is of significant im-
portance because it can transduce mice into effective ALS 
models for stem cell therapy and other research (Gurney, 
et al. 1994). 
To date, only one drug, Riluzole, remains effective in 
treating ALS symptoms, by inhibiting glutamate receptors 
and slowing the disease progression by 3-6 months.  This 
unfortunate lack of a significant cure or treatment may be 
a result of the inadequacy of diagnostic tests. By the time a 
patient is diagnosed with ALS, many of their motor neu-
rons have allready died, and their muscles atrophied. Since 
ALS can only be diagnosed once clinical symptoms appear, 
there is no early detection and therefor, no early preven-
tion (Kiernan, et al. 2011).    
 Stem cells, however, provide an astonishing and 
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effective alternative. They can accomplish what Riluzole 
cannot, providing hope for a future regenerative cure for 
neurodegenerative diseases. Stem cells are cells capable of 
giving rise to new cells of the same type or to different cell 
types through the process of differentiation.  Modern re-
search has discovered that stem cells can be induced into 
neurons, which can regenerate neurons, reestablish neural 
connections and protect the remaining neurons from fur-
ther degeneration when transplanted into mouse or hu-
man ALS models and patients (Miles, et al. 2004; Nizzardo, 
et al. 2013; Peljto, et al. 2010; Son, et al. 2011; Takahashi, 
Yamanka, 2006; Takahashi, et al. 2007; Umbach, et al. 
2012; Vierbuchen, et al. 2010; Wichterle, et al. 2002; Xu, et 
al. 2009; Yao, et al. 2013) If the safety and efficiency of 
stem cells can be determined, the progression of ALS can 
be halted and reversed, rather than just slowed down. 
Stem cells derived from embryos, called Embryonic Stem 
cells (ESC) can differentiate in to the three germ layers, 
ectoderm, mesoderm and endoderm and then be forced 
through specialized transcription factors or signals to 
differentiate into functioning neurons in vitro and in vivo 
(Miles, et al. 2004; Peljto, et al. 2010; Umbach, et al. 2012; 
Wichterle, et al. 2002). However, ESCs provide an ethical 
issue because the embryo is sacrificed in exchange for 
stem cells. Therefor a modern approach was created by 
inducing differentiated stem cells, including post-natal and 
adult stem cells, into a pluripotent state, which can then 
be induced into neurons and other cells through transcrip-
tion factors with ESC-like efficiency (Nizzardo, et al. 2013; 
Takahashi, Yamanka, 2006; Takahashi, et al. 2007; Yao, et 
al. 2013).  However, the induction of a stem cell into a plu-
ripotent state requires the use of oncogenes and tumor-
igenic factors which can be preserved in the induced neu-
ron state. These factors can produce malignant tumors in 
vivo, a challenging clinical hurdle to overcome (Lee, et al. 
2013). The most recent research has been devoted to di-
rectly converting stem cells into neurons, skipping the plu-
ripotent state and avoiding the formation of potentially 
malignant neoplasms (Son, et al. 2011; Vierbuchen, et al. 
2010). These three approaches each have advantages and 
limitations, which will be discussed in further detail, and 
provide a promising hope for a future cure for ALS. 
 
 

Embryonic Stem Cells 
 To begin the process of generating motor neurons 
from ESC we must understand the developmental stages 
and the signaling characteristics of motor neurons from 
the ectoderm. Ectodermal cells develop into a neural pro-
genitor state through the regulating signals, bone morpho-
genetic protein (BMP), fibroblast growth factor (FGF) and 
Wnt. These signals play a vital role during development of 
neural progenitor cells by regulating cell-to-cell interac-
tions and controlling the activation or deactivation of spe-
cific genes (Wilson, Edlund, 2001). These neural progenitor 
cells, which are characterized by the expression of neural 
biomarkers, Neuronal Nuclei (NeuN), Sex determining re-
gion Y- box 1(Sox1), and Neuronal Class III β –Tubulin 
(TuJ1), can then differentiate into all classifications of neu-
rons through the help of specific transcription factors and 
signals. Through the action of Sonic hedgehog (Shh) signal-
ing these neural progenitor cells are transformed to a pro-
genitor motor neuron (pMN) domain, which are destined 
to the fate of spinal motor neurons. These cells in the pMN 
domain are characterized by the expression of Pax6, 
Nkx6.1 and Olig2 proteins which each have a role in the 
differentiation of various spinal motor neurons (Wichterle, 
et al. 2002). Additionally, these factors direct the expres-
sion of Hb9, a transcription factor found in MNs.  
 
Figure 1: A: Insertion of green fluorescent protein (eGFP) in the 
Hb9 promoter. B-G: eGFP expression in an embryonic mouse, 
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indicative of Hb9 transcription factor and presence of spinal 
motor neurons (source Wichterle, et al. 2002). 
 
Hb9 is commonly used to identify motor neuron presence 
in vivo and in vitro research, through the genetic insertion 
of Green Fluorescent Protein (GFP) in the Hb9 promoter 
site (Figure 1). The GFP will be expressed and visually 
viewed if Hb9 is expressed, a factor indicative of motor 
neuron presence (Wichterle, et al. 2002). 
 
 Wichterle et al. began the transformation of ESC 
into motor neurons by isolating ESCs from a mouse em-
bryo and growing them in culture to produce embryoid 
bodies (EBs). These EBs produced very few of the neural 
progenitor state factors, Sox1, NeuN and TuJ1. In contrast, 
when retinoic acid (RA) was added to the culture, many 
neurons were detected, evident by Sox1, NeuN and TuJ1 
expression. To determine whether RA exposed EBs can be 
generated into motor neurons specifically, the expression 
of pMN domain proteins, Pax6, Nkx6.1 and Olig2, was 
monitored. Few of these proteins were detected and these 
cells continued to differentiate mostly into interneurons, 
instead of motor neurons, demonstrating that RA alone 
cannot sufficiently induce motor neurons. Therefore, Shh 
was added to RA-exposed EBs, to generate pMN domain 
cells.  After the addition of Shh, expression of Pax6, Nkx6.1 
and Olig2 proteins and Hb9 transcription factor was ob-
served, indicating the development of motor neurons. To 
further prove the involvement and necessity of Shh, a 
function blocking anti-Hh antibody, which impairs the func-
tion of Shh, was added to the RA-exposed EBs. No Hb9 was 
observed under these conditions. However, when in-
creased levels of Shh were added, the amount of Hb9 in-
creased significantly, in a “concentration dependent manor 
(Wichterle, et al. 2002),” indicating a RA and Shh depend-
ent motor neuronal pathway (Figure 2). 
 
Figure 2: A: generation of motor neurons from the ectoderm of 
an embryo, requiring the involvement of RA and Shh B: expres-
sion of Hb9 in ESC exposed to: Shh alone, RA alone, RA with 
function blocking Hh antibody and RA with Shh. Motor neurons, 
indicated by white dots, are found in minor amount in RA only 
culture and in abundance in RA and Shh culture. Absence of 
motor neurons occur in the absence of RA and in the presence 
of function blocking Hh antibody. C: quantity of GFP/Hb9 cells 

grown in RA and different quantities of Shh. -1000 refers to cells 
grown without RA.  (Source: Wichterle, et al. 2002). 

  
 Survival and differentiation of these induced motor 
neurons was tested in the spinal cord of a mouse in vivo. 
ESC-derived motor neurons were grafted onto a mouse 
spinal cord. After 3 days, GFP was detected in the ventral 
regions of the spinal cord, indicating the ability of these 
induced motor neurons to survive and differentiate in a 
living model (Wichterle, et al. 2002). The positioning, tra-
jectory and extension of ESC-derived motor neurons in 
vivo was then compared with normal motor neuron behav-
ior in embryos. Normal extension along the ventral roots of 
the spinal cord was detected by use of GFP. Additionally, 
the motor neurons extended to appropriate muscles, de-
pending on where it was grafted, cervical, thoracic and 
lumbar segments of the cord (Wichterle, et al. 2002).  In 
another study, two types of ESC-derived MNs, median co-
lumnar motor neurons (MMC), which are normally found 
medially in the spinal cord and innervate axial muscles, and 
lateral columnar motor neurons (LMC), which are posi-
tioned laterally and innervate limb muscles, were mixed 
together and transplanted in the spinal cord of a mouse. 
MMC and LMC were found to aggregate in their appropri-
ate medial and lateral regions, next to other motor neu-
rons of their type. In addition to settling in their appropri-
ate regions, the MNs projected along the appropriate 
pathways, the LMC extending to the limb musculature and 
the MMC extending to axial musculature (Figure 3) (Peljto, 
et al. 2010). This implies that ESC-derived MNs can popu-
late all levels of the spinal cord and project along the prop-
er trajectories to specified muscles in vivo. 
 
 These studies demonstrate the possibility of gen-
erating motor neurons from ESCs and their ability to posi-
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effective alternative. They can accomplish what Riluzole 
cannot, providing hope for a future regenerative cure for 
neurodegenerative diseases. Stem cells are cells capable of 
giving rise to new cells of the same type or to different cell 
types through the process of differentiation.  Modern re-
search has discovered that stem cells can be induced into 
neurons, which can regenerate neurons, reestablish neural 
connections and protect the remaining neurons from fur-
ther degeneration when transplanted into mouse or hu-
man ALS models and patients (Miles, et al. 2004; Nizzardo, 
et al. 2013; Peljto, et al. 2010; Son, et al. 2011; Takahashi, 
Yamanka, 2006; Takahashi, et al. 2007; Umbach, et al. 
2012; Vierbuchen, et al. 2010; Wichterle, et al. 2002; Xu, et 
al. 2009; Yao, et al. 2013) If the safety and efficiency of 
stem cells can be determined, the progression of ALS can 
be halted and reversed, rather than just slowed down. 
Stem cells derived from embryos, called Embryonic Stem 
cells (ESC) can differentiate in to the three germ layers, 
ectoderm, mesoderm and endoderm and then be forced 
through specialized transcription factors or signals to 
differentiate into functioning neurons in vitro and in vivo 
(Miles, et al. 2004; Peljto, et al. 2010; Umbach, et al. 2012; 
Wichterle, et al. 2002). However, ESCs provide an ethical 
issue because the embryo is sacrificed in exchange for 
stem cells. Therefor a modern approach was created by 
inducing differentiated stem cells, including post-natal and 
adult stem cells, into a pluripotent state, which can then 
be induced into neurons and other cells through transcrip-
tion factors with ESC-like efficiency (Nizzardo, et al. 2013; 
Takahashi, Yamanka, 2006; Takahashi, et al. 2007; Yao, et 
al. 2013).  However, the induction of a stem cell into a plu-
ripotent state requires the use of oncogenes and tumor-
igenic factors which can be preserved in the induced neu-
ron state. These factors can produce malignant tumors in 
vivo, a challenging clinical hurdle to overcome (Lee, et al. 
2013). The most recent research has been devoted to di-
rectly converting stem cells into neurons, skipping the plu-
ripotent state and avoiding the formation of potentially 
malignant neoplasms (Son, et al. 2011; Vierbuchen, et al. 
2010). These three approaches each have advantages and 
limitations, which will be discussed in further detail, and 
provide a promising hope for a future cure for ALS. 
 
 

Embryonic Stem Cells 
 To begin the process of generating motor neurons 
from ESC we must understand the developmental stages 
and the signaling characteristics of motor neurons from 
the ectoderm. Ectodermal cells develop into a neural pro-
genitor state through the regulating signals, bone morpho-
genetic protein (BMP), fibroblast growth factor (FGF) and 
Wnt. These signals play a vital role during development of 
neural progenitor cells by regulating cell-to-cell interac-
tions and controlling the activation or deactivation of spe-
cific genes (Wilson, Edlund, 2001). These neural progenitor 
cells, which are characterized by the expression of neural 
biomarkers, Neuronal Nuclei (NeuN), Sex determining re-
gion Y- box 1(Sox1), and Neuronal Class III β –Tubulin 
(TuJ1), can then differentiate into all classifications of neu-
rons through the help of specific transcription factors and 
signals. Through the action of Sonic hedgehog (Shh) signal-
ing these neural progenitor cells are transformed to a pro-
genitor motor neuron (pMN) domain, which are destined 
to the fate of spinal motor neurons. These cells in the pMN 
domain are characterized by the expression of Pax6, 
Nkx6.1 and Olig2 proteins which each have a role in the 
differentiation of various spinal motor neurons (Wichterle, 
et al. 2002). Additionally, these factors direct the expres-
sion of Hb9, a transcription factor found in MNs.  
 
Figure 1: A: Insertion of green fluorescent protein (eGFP) in the 
Hb9 promoter. B-G: eGFP expression in an embryonic mouse, 
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indicative of Hb9 transcription factor and presence of spinal 
motor neurons (source Wichterle, et al. 2002). 
 
Hb9 is commonly used to identify motor neuron presence 
in vivo and in vitro research, through the genetic insertion 
of Green Fluorescent Protein (GFP) in the Hb9 promoter 
site (Figure 1). The GFP will be expressed and visually 
viewed if Hb9 is expressed, a factor indicative of motor 
neuron presence (Wichterle, et al. 2002). 
 
 Wichterle et al. began the transformation of ESC 
into motor neurons by isolating ESCs from a mouse em-
bryo and growing them in culture to produce embryoid 
bodies (EBs). These EBs produced very few of the neural 
progenitor state factors, Sox1, NeuN and TuJ1. In contrast, 
when retinoic acid (RA) was added to the culture, many 
neurons were detected, evident by Sox1, NeuN and TuJ1 
expression. To determine whether RA exposed EBs can be 
generated into motor neurons specifically, the expression 
of pMN domain proteins, Pax6, Nkx6.1 and Olig2, was 
monitored. Few of these proteins were detected and these 
cells continued to differentiate mostly into interneurons, 
instead of motor neurons, demonstrating that RA alone 
cannot sufficiently induce motor neurons. Therefore, Shh 
was added to RA-exposed EBs, to generate pMN domain 
cells.  After the addition of Shh, expression of Pax6, Nkx6.1 
and Olig2 proteins and Hb9 transcription factor was ob-
served, indicating the development of motor neurons. To 
further prove the involvement and necessity of Shh, a 
function blocking anti-Hh antibody, which impairs the func-
tion of Shh, was added to the RA-exposed EBs. No Hb9 was 
observed under these conditions. However, when in-
creased levels of Shh were added, the amount of Hb9 in-
creased significantly, in a “concentration dependent manor 
(Wichterle, et al. 2002),” indicating a RA and Shh depend-
ent motor neuronal pathway (Figure 2). 
 
Figure 2: A: generation of motor neurons from the ectoderm of 
an embryo, requiring the involvement of RA and Shh B: expres-
sion of Hb9 in ESC exposed to: Shh alone, RA alone, RA with 
function blocking Hh antibody and RA with Shh. Motor neurons, 
indicated by white dots, are found in minor amount in RA only 
culture and in abundance in RA and Shh culture. Absence of 
motor neurons occur in the absence of RA and in the presence 
of function blocking Hh antibody. C: quantity of GFP/Hb9 cells 

grown in RA and different quantities of Shh. -1000 refers to cells 
grown without RA.  (Source: Wichterle, et al. 2002). 

  
 Survival and differentiation of these induced motor 
neurons was tested in the spinal cord of a mouse in vivo. 
ESC-derived motor neurons were grafted onto a mouse 
spinal cord. After 3 days, GFP was detected in the ventral 
regions of the spinal cord, indicating the ability of these 
induced motor neurons to survive and differentiate in a 
living model (Wichterle, et al. 2002). The positioning, tra-
jectory and extension of ESC-derived motor neurons in 
vivo was then compared with normal motor neuron behav-
ior in embryos. Normal extension along the ventral roots of 
the spinal cord was detected by use of GFP. Additionally, 
the motor neurons extended to appropriate muscles, de-
pending on where it was grafted, cervical, thoracic and 
lumbar segments of the cord (Wichterle, et al. 2002).  In 
another study, two types of ESC-derived MNs, median co-
lumnar motor neurons (MMC), which are normally found 
medially in the spinal cord and innervate axial muscles, and 
lateral columnar motor neurons (LMC), which are posi-
tioned laterally and innervate limb muscles, were mixed 
together and transplanted in the spinal cord of a mouse. 
MMC and LMC were found to aggregate in their appropri-
ate medial and lateral regions, next to other motor neu-
rons of their type. In addition to settling in their appropri-
ate regions, the MNs projected along the appropriate 
pathways, the LMC extending to the limb musculature and 
the MMC extending to axial musculature (Figure 3) (Peljto, 
et al. 2010). This implies that ESC-derived MNs can popu-
late all levels of the spinal cord and project along the prop-
er trajectories to specified muscles in vivo. 
 
 These studies demonstrate the possibility of gen-
erating motor neurons from ESCs and their ability to posi-
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tion and project correctly in a host spinal cord. The ques-
tion still remains if these motor neurons can function as 
normal motor neurons. In order to use stem cell therapy to 
treat neurodegenerative disorders, ESC-derived MNs must 
be able to establish connections, release neurotrans-
mitters, respond to neurotransmitters, and generate action 
potentials.   
 MNs containing GFP were prepared through ESC 
exposure to RA and Shh. Several tests were then conduct-
ed to assess MN properties. To determine whether the 
MNs can connect to muscles, the ESC-derived MNs were 
placed with myotubes, muscle progenitor cells found in 
embryo. After 1 day GFP-labeled MNs extended across the 
myotubes. Additionally, greater than 95% of the GFP la-
beled MNs that migrated onto the myotubes, expressed 
ChAT, an enzyme involved in the formation of the neuro-
transmitter, acetylcholine, indicating the possible ability of 
the MNs to release cholinergic neurotransmitters 
(Wichterle, et al. 2002). To establish whether the MNs can 
send functional neurotransmitters and thereby form a 
functional connection with muscles, the MNs were cul-
tured together with myotubes and analyzed. After one day, 
acetylcholine (ACh) receptors, which take up ACh to stimu-
late muscle contraction, were found on myotubes adjacent 
to the axons of the ESC-derived MNs ( figure 4). These ACh 
receptors were not observed in the absence of these mo-
tor neurons, indicating the ability of ESC-derived MNs to 
form functional connections with muscles (Miles, et al. 
2004). 
 
Figure 4: Ai: axons of GFP-ESC-derived MN. Aii: ACh receptors 
on myotubes (arrows). Aiii: merged picture of axon and ACh 
receptor. (Source Miles, et al. 2004). 
 

 The effect of neurotransmitters on the ESC-derived 
MNs was then tested to demonstrate whether GABA, glu-

tamatergic and glycine receptors were present on the MNs 
and whether their corresponding neurotransmitters can 
generate a post synaptic action potential on the motor 
neuron. GABA and glycine, are characteristically inhibitory 
neurotransmitters in the mature state, however in the em-
bryonic and early postnatal stages they act as excitatory 
neurotransmitters. Glutamate is an excitatory neurotrans-
mitter which normally generates action potentials in motor 
neurons. Voltage clamp recording was used to read the 
membrane potential as the experiment was conducted. In 
all 3 cases action potentials in the MN membranes were 
generated when bathed in the neurotransmitters. GABA, 
glycine and glutamate generated an excitatory post synap-
tic potential typical of embryonic MNs, demonstrating the 
ability of these ESC-derived MNs to respond appropriately 
to neurotransmitters (Miles, et al. 2004). 
 
 Next, the possibility of generating multiple trains 
of action potentials was determined. It seems that the ac-
tion potential development of ESC-derived MNs develop 
similarly to MNs in embryo. In early embryonic stages only 
single trains of action potentials can be fired. In later stag-
es, however, repetitive trains of action potentials can be 
generated. Similar results were found in ESC-derived MNs, 
using a current-clamp technique to insert pulses of cur-
rent.  During the first 3 days in culture, only single action 
potentials could be induced. By the third day, however, 
repetitive trains of action potentials were detected in 52 
out of 61 ESC-derived MNs (See Figure 6) (Miles, et al. 
2004). 
 These findings indicate the possibility of gener-
ating motor neurons from embryonic stem cells and the 
ability of these ESC-derived MNs to function as normal mo-
tor neurons. Although these findings are remarkable, there 
is a strong controversy regarding the source of the stem 
cells, since human embryos have to be sacrificed to apply 
this therapy to humans. Studies were conducted to deter-
mine whether a less controversial method of inducing mo-
tor neurons could be employed. The primary alternative 
method discovered was the induction of pluripotency of a 
differentiated, non-embryonic stem cell.   
 

Induced Pluripotent Stem Cells: 
 Pluripotency is an undifferentiated cell state. A cell 
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that maintains pluripotency can differentiate into any cell 
type with the aid of specified factors and signals.  By 
means of specialized transcription factors, differentiated 
stem cells destined to a certain cell fate can be repro-
grammed into a pluripotent stem cell state. These induced 
pluripotent stem cells (iPSCs) can then differentiate into 
any cell, including motor neurons, through a similar pro-
cess to the induction of ESC-derived MNs. Fibroblasts, 
differentiated stem cells destined to produce connective 
tissue components, such as collagen and other materials, 
are most commonly used. Fibroblasts can be isolated from 
the adult human body as well as embryos, enabling the 
generation of patient-specific cells from a noncontroversial 
source. With this research, a patient’s own cells can be 
generated into a pluripotent state and eventually into mo-
tor neurons that can be transplanted more safely and effi-
ciently in to a host since they will not be rejected by the 
patient’s immune system (Lee, et al. 2013). The patient will 
not have to take Immunosuppressant drugs, because the 
body will recognize the cells as its own, reducing the risk of 
infections after transplantation.  
 To reprogram a cell into a pluripotent state, genes 
found in the regulation and maintenance of pluripotency in 
embryos were added to a culture of mouse embryonic fi-
broblast cells. A combination of 24 possible genes were 
found to induce colonies similar in morphology to ESCs 
(Figure 6A). To narrow down the candidates, each gene 
was individually removed to determine whether or not 
each gene had a positive effect on the induction of pluripo-
tency. The withdrawal of four genes, Oct3/4, klf4, Sox2 and 
c-Myc, resulted in the absence of any colony formation. 
The addition of these four genes alone to fibroblast culture 
generated colonies more similar in morphology to ESCs 
than the combination of 24. The absence of any one of 
these genes produced colonies of different morphology 
than ESCs (Figure 7B), indicating the individual necessity of 
each of these 4 genes in the renovation of fibroblasts into 
an ESC-like pluripotent state (Takahashi, Yamanka, 
2006).AB 
 To determine the pluripotency of these iPSCs re-
programmed from fibroblasts by 4 factors, they were in-
jected into mice and monitored. Teratomas consisting all 
three germ layers, which further differentiated into neural 
tissues, muscle tissue, cartilage, epithelium and other ma-

terials, were observed (Takahashi, Yamanka, 2006). The 
development of these tumors denotes the ability to create 
pluripotent stem cells, from differentiated cells, that are 
identical to ESCs in morphology and pluripotency. These 
studies were similarly applied to adult human fibroblasts 
which were successfully induced into a pluripotent state 
with comparable efficiency to mouse embryonic fibroblasts 
(Takahashi, et al. 2007). 
 To examine the possibility of reprogramming ALS-
patient specific cells, an ALS mouse model was prepared by 
inducing a mouse with the mutant SOD1 gene, initiating 
motor neuron degeneration in the mouse (Gurney, et al. 
1994; Yao, et al. 2013). Fibroblast cells were then isolated 
from the tail of the SOD1-mutated mouse and introduced 
to the four transcription factors, Oct3/4, klf4, Sox2 and c-
Myc. Expression of ESC markers, such as specialized tran-
scription factors, were observed in the iPSCs, indicating 
a  successful reprogramming of fibroblasts into an undiffer-
entiated state. To confirm whether the iPSCs could be gen-
erated into motor neurons with a similar efficiency to ESC-
derived motor neurons, RA and Shh were added to the 
iPSCs. After the addition of RA, ~95% of the iPSC expressed 
the neural marker Tuj1. Shh was then added to induce a 
motor neuron fate. ~85% of these MNs expressed ChAT, 
the enzymatic precursor for ACh neurotransmitter and 
~24% expressed Hb9.  Whole-cell patch clamp technique 
was used to determine the electrical potential of these 
induced MNs. Multiple trains of action potentials were 
generated suggesting the ability of these induced MN to 
function normally (Yao, et al. 2013). 
 
 To assess the therapeutic potential of using iPSC to 
treat ALS, neural stem cells (NSCs), generated from iPSCs 
from human somatic fibroblasts, were delivered to SOD1-
mutated mice. The NSCs were treated with RA and Shh to 
induce motor neurons and injected into the cerebral spinal 
fluid. They were injected intrathecally or intravenously, 
rather than direct intraspinal transplantation, to minimize 
the invasiveness of the therapy and maximize safety. GFP 
was inserted in the NSCs to trace their trajectory. Analysis 
of the spine and GFP suggested that the NSCs integrated in 
appropriate regions of the spinal cord, especially in great 
quantities in regions of active neuron degeneration.  In 
both cases of delivery, survival of mice were significantly 
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tion and project correctly in a host spinal cord. The ques-
tion still remains if these motor neurons can function as 
normal motor neurons. In order to use stem cell therapy to 
treat neurodegenerative disorders, ESC-derived MNs must 
be able to establish connections, release neurotrans-
mitters, respond to neurotransmitters, and generate action 
potentials.   
 MNs containing GFP were prepared through ESC 
exposure to RA and Shh. Several tests were then conduct-
ed to assess MN properties. To determine whether the 
MNs can connect to muscles, the ESC-derived MNs were 
placed with myotubes, muscle progenitor cells found in 
embryo. After 1 day GFP-labeled MNs extended across the 
myotubes. Additionally, greater than 95% of the GFP la-
beled MNs that migrated onto the myotubes, expressed 
ChAT, an enzyme involved in the formation of the neuro-
transmitter, acetylcholine, indicating the possible ability of 
the MNs to release cholinergic neurotransmitters 
(Wichterle, et al. 2002). To establish whether the MNs can 
send functional neurotransmitters and thereby form a 
functional connection with muscles, the MNs were cul-
tured together with myotubes and analyzed. After one day, 
acetylcholine (ACh) receptors, which take up ACh to stimu-
late muscle contraction, were found on myotubes adjacent 
to the axons of the ESC-derived MNs ( figure 4). These ACh 
receptors were not observed in the absence of these mo-
tor neurons, indicating the ability of ESC-derived MNs to 
form functional connections with muscles (Miles, et al. 
2004). 
 
Figure 4: Ai: axons of GFP-ESC-derived MN. Aii: ACh receptors 
on myotubes (arrows). Aiii: merged picture of axon and ACh 
receptor. (Source Miles, et al. 2004). 
 

 The effect of neurotransmitters on the ESC-derived 
MNs was then tested to demonstrate whether GABA, glu-

tamatergic and glycine receptors were present on the MNs 
and whether their corresponding neurotransmitters can 
generate a post synaptic action potential on the motor 
neuron. GABA and glycine, are characteristically inhibitory 
neurotransmitters in the mature state, however in the em-
bryonic and early postnatal stages they act as excitatory 
neurotransmitters. Glutamate is an excitatory neurotrans-
mitter which normally generates action potentials in motor 
neurons. Voltage clamp recording was used to read the 
membrane potential as the experiment was conducted. In 
all 3 cases action potentials in the MN membranes were 
generated when bathed in the neurotransmitters. GABA, 
glycine and glutamate generated an excitatory post synap-
tic potential typical of embryonic MNs, demonstrating the 
ability of these ESC-derived MNs to respond appropriately 
to neurotransmitters (Miles, et al. 2004). 
 
 Next, the possibility of generating multiple trains 
of action potentials was determined. It seems that the ac-
tion potential development of ESC-derived MNs develop 
similarly to MNs in embryo. In early embryonic stages only 
single trains of action potentials can be fired. In later stag-
es, however, repetitive trains of action potentials can be 
generated. Similar results were found in ESC-derived MNs, 
using a current-clamp technique to insert pulses of cur-
rent.  During the first 3 days in culture, only single action 
potentials could be induced. By the third day, however, 
repetitive trains of action potentials were detected in 52 
out of 61 ESC-derived MNs (See Figure 6) (Miles, et al. 
2004). 
 These findings indicate the possibility of gener-
ating motor neurons from embryonic stem cells and the 
ability of these ESC-derived MNs to function as normal mo-
tor neurons. Although these findings are remarkable, there 
is a strong controversy regarding the source of the stem 
cells, since human embryos have to be sacrificed to apply 
this therapy to humans. Studies were conducted to deter-
mine whether a less controversial method of inducing mo-
tor neurons could be employed. The primary alternative 
method discovered was the induction of pluripotency of a 
differentiated, non-embryonic stem cell.   
 

Induced Pluripotent Stem Cells: 
 Pluripotency is an undifferentiated cell state. A cell 
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that maintains pluripotency can differentiate into any cell 
type with the aid of specified factors and signals.  By 
means of specialized transcription factors, differentiated 
stem cells destined to a certain cell fate can be repro-
grammed into a pluripotent stem cell state. These induced 
pluripotent stem cells (iPSCs) can then differentiate into 
any cell, including motor neurons, through a similar pro-
cess to the induction of ESC-derived MNs. Fibroblasts, 
differentiated stem cells destined to produce connective 
tissue components, such as collagen and other materials, 
are most commonly used. Fibroblasts can be isolated from 
the adult human body as well as embryos, enabling the 
generation of patient-specific cells from a noncontroversial 
source. With this research, a patient’s own cells can be 
generated into a pluripotent state and eventually into mo-
tor neurons that can be transplanted more safely and effi-
ciently in to a host since they will not be rejected by the 
patient’s immune system (Lee, et al. 2013). The patient will 
not have to take Immunosuppressant drugs, because the 
body will recognize the cells as its own, reducing the risk of 
infections after transplantation.  
 To reprogram a cell into a pluripotent state, genes 
found in the regulation and maintenance of pluripotency in 
embryos were added to a culture of mouse embryonic fi-
broblast cells. A combination of 24 possible genes were 
found to induce colonies similar in morphology to ESCs 
(Figure 6A). To narrow down the candidates, each gene 
was individually removed to determine whether or not 
each gene had a positive effect on the induction of pluripo-
tency. The withdrawal of four genes, Oct3/4, klf4, Sox2 and 
c-Myc, resulted in the absence of any colony formation. 
The addition of these four genes alone to fibroblast culture 
generated colonies more similar in morphology to ESCs 
than the combination of 24. The absence of any one of 
these genes produced colonies of different morphology 
than ESCs (Figure 7B), indicating the individual necessity of 
each of these 4 genes in the renovation of fibroblasts into 
an ESC-like pluripotent state (Takahashi, Yamanka, 
2006).AB 
 To determine the pluripotency of these iPSCs re-
programmed from fibroblasts by 4 factors, they were in-
jected into mice and monitored. Teratomas consisting all 
three germ layers, which further differentiated into neural 
tissues, muscle tissue, cartilage, epithelium and other ma-

terials, were observed (Takahashi, Yamanka, 2006). The 
development of these tumors denotes the ability to create 
pluripotent stem cells, from differentiated cells, that are 
identical to ESCs in morphology and pluripotency. These 
studies were similarly applied to adult human fibroblasts 
which were successfully induced into a pluripotent state 
with comparable efficiency to mouse embryonic fibroblasts 
(Takahashi, et al. 2007). 
 To examine the possibility of reprogramming ALS-
patient specific cells, an ALS mouse model was prepared by 
inducing a mouse with the mutant SOD1 gene, initiating 
motor neuron degeneration in the mouse (Gurney, et al. 
1994; Yao, et al. 2013). Fibroblast cells were then isolated 
from the tail of the SOD1-mutated mouse and introduced 
to the four transcription factors, Oct3/4, klf4, Sox2 and c-
Myc. Expression of ESC markers, such as specialized tran-
scription factors, were observed in the iPSCs, indicating 
a  successful reprogramming of fibroblasts into an undiffer-
entiated state. To confirm whether the iPSCs could be gen-
erated into motor neurons with a similar efficiency to ESC-
derived motor neurons, RA and Shh were added to the 
iPSCs. After the addition of RA, ~95% of the iPSC expressed 
the neural marker Tuj1. Shh was then added to induce a 
motor neuron fate. ~85% of these MNs expressed ChAT, 
the enzymatic precursor for ACh neurotransmitter and 
~24% expressed Hb9.  Whole-cell patch clamp technique 
was used to determine the electrical potential of these 
induced MNs. Multiple trains of action potentials were 
generated suggesting the ability of these induced MN to 
function normally (Yao, et al. 2013). 
 
 To assess the therapeutic potential of using iPSC to 
treat ALS, neural stem cells (NSCs), generated from iPSCs 
from human somatic fibroblasts, were delivered to SOD1-
mutated mice. The NSCs were treated with RA and Shh to 
induce motor neurons and injected into the cerebral spinal 
fluid. They were injected intrathecally or intravenously, 
rather than direct intraspinal transplantation, to minimize 
the invasiveness of the therapy and maximize safety. GFP 
was inserted in the NSCs to trace their trajectory. Analysis 
of the spine and GFP suggested that the NSCs integrated in 
appropriate regions of the spinal cord, especially in great 
quantities in regions of active neuron degeneration.  In 
both cases of delivery, survival of mice were significantly 
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extended. Intrathecally administered NSCs extended sur-
vival by ~10 days in all 24 mice in comparison to vehicle 
treated control SOD1-mutated mice and all 25 intrave-
nously treated mice survived ~23 days longer than vehicle 
treated control mice (Figure 7B and D). Although the sur-
vival extension seems very limited, it is statistically signifi-
cant and importantly, the extension remained steady in all 
the mice. Additionally, in a rotarod test, which evaluates 
neuromuscular function, NSC treated mice had a much 
higher rotarod functional outcome, indicating improved 
neuromuscular function (Figure 7A and C) (Nizzardo, et al.)  
 
Figure 5: A: comparison of Rotarod function in control mice 
and after intrathecal delivery. B: survival comparison between 
control and NSC intrathecally treated mice. C: comparison of 
Rotarod function in control mice and after intravenous delivery.  
D: survival comparison between control and NSC intravenously 
treated mice. (Source: Nizzardo, et al. 2013) Further studies 
were conducted to determine whether the induced motor neu-
rons transplanted can prevent further MN degeneration. The 
number of motor neurons was counted after 140 days in both 
control and stem cell treated mice. Mice treated with stem cells 
contained 40% more motor neurons than control mice, a very 
significant difference. Additionally, axonal density was pre-
served by 50% in stem cell treated mice while significant reduc-
tion was observed in control mice (Nizzardo, et al. 2013). These 
differences indicate the ability of induced MNs generated from 
iPSCs to protect against further motor neuron degeneration, 
thereby indicating the possibility of stem cell therapy to halt the 
disease progression of ALS. 
 

 

Clinical Hurdle for iPSCs: 
 
 While inducing pluripotency offers a noncontro-
versial and comparable alternative to ESCs, there is one 
chief clinical hurdle crucial to overcome. The process of 
inducing pluripotecy in differentiated stem cells requires 
the use of oncogenes. Genes such as Klf4, c-Myc and oth-
ers, which are central to inducing pluripotency, are funda-
mentally interconnected with the networks of benign and 
malignant tumor formation. The oncogenic network in-
cludes proliferation, differentiation and other properties 
that are major factors in pluripotency (Lee, et al. 2013). In 
fact, the way researchers detect pluripotency is by in-
jecting these iPSCs into mice where they form teratomas 
(Lee, et al. 2013; Takashi, Yamanka, 2006; Takashi, et al. 
2007; Yao, et al. 2013). The induction of pluripotency can 
cause malignant tumors by inducing genetic aberrations 
associated with tumorigenesis.  Deletions in tumor-
suppressor genes and activation of oncogenes by integra-
tion of transcription factors, such as Myc, are some exam-
ples of how the induction of pluripotency causes potential-
ly malignant neoplasms (Figure 8). 
 
 Besides for Myc, transcription factors such as Oct4, 
Klf4 and other core pluripotency factors are associated 
with tumorgenicity. These factors contain the possibility of 
maintaining their oncogenic tendency and causing malig-
nant neoplasms when transplanted in humans (Lee, et al. 
2013). To ensure patient protection, the clinical expression 
of these oncogenes will have to be researched further. 
Other options have to be explored to guarantee the safest 
and most efficient process of introducing stem cells into a 
human patient. 
Direct Reprogramming of Stem Cells into Motor neurons: 
In the face of obstacles such as ethical controversy and tu 
morigenic potential of ESCs and iPSCs respectively, re-
searchers have searched for other methods to apply stem 
cell therapy to treat ALS.  Direct reprogramming of somatic 
stem cells into motor neurons, skipping the pluripotent 
state, seems to be an ideal alternative and considerable 
research has been devoted to this plight. 
Vierbuchen et al. describes the process of directly repro-
gramming fibroblasts into neurons. Both mouse embryonic 
fibroblasts and mouse post natal fibroblasts were used to 
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ensure that both somatic and embryonic stem cells express 
similar efficiency. Five factors, prepared from an original 
pool of 19 were isolated based on their positive role in in-
ducing neural development, morphology and activity in 
fibroblasts.  Patch-clamp recording was used to identify 
whether action potentials could be generated in these in-
duced neurons (iNs).  A significant quantity of iNs, 85.1% , 
could elicit action potentials when induced with current. 
Additionally, iNs were responsive to GABA, glutamine and 
other excitatory neurotransmitters, indicating properly 
functioning receptor sites. iNs were placed into an existing 
neural network in vitro to determine whether the cells 
could integrate into complex neural networks. After 7 days, 
normal neuronal behavior was observed (Vierbuchen, et al. 
2010). This suggests the capability of iNs to integrate into 
and cooperate with the complex human neural network, a 
critical factor in human stem cell therapy. 
To directly induce a more specified subtype of neurons, 
such as a motor neurons, transcription factors that induce 
motor neuron identity in normal embryonic development 
were applied first to mouse embryonic fibroblasts, and 
later to human-derived fibroblasts. Eight candidate factors, 
responsible for various developmental stages of MNs, in 
addition to 3 of the 5 general neural transcription factors, 
described previously, were inserted into mouse embryonic 
fibroblasts. Hb9-GFP was used to indicate motor neuron 
presence. Seven factors were deemed necessary to gener-
ate induced motor neurons (iMNs).  Using a patch-clamp 
technique, the resting membrane potential was found to 
be -49.5mV, very similar to ESC-derived MNs, which is -
50.5mV. Single and multiple trains of action potentials 
were elicited using a current-clamp technique in 90% of 
iMNs. The ability of iMNs to respond to typical inhibitory 
and excitatory neurotransmitters was then tested by expo-
sure to GABA, glycine and glutamate. The iMNs elicited 
normal functioning inhibitory and excitatory action poten-
tials upon contact with these neurotransmitters, indicating 
functional response of iMNs to neurotransmitters (Son, et 
al. 2011). 
 To determine the capability of iMNs to form func-
tional synapses with muscles, called neuromuscular junc-
tions, and to stimulate muscle contraction by release of 
ACh, iMNs and myotubes were co-cultured. Remarkably, 
the iMNs extended along the myotubes and after several 

days began inducing rhythmic contractions in the myo-
tubes. To determine whether the contractions were 
caused by ACh, curare was added to the culture. Curare is 
an antagonist of ACh and will inhibit ACh from binding to 
the ACh receptor site and stimulating muscle contrac-
tion.  After the curare was added the contractions stopped, 
indicating the ability of iMNs to develop and dispatch func-
tional ACh neurotransmitters capable of stimulating muscle 
contraction.  iMNs were then transplanted into the spinal 
cord of chick embryos to determine whether these cells 
can migrate to appropriate regions, survive and maintain 
function in vivo. Using Hb9-GFP, proper migration was ob-
served in the spinal cord of the embryo. Additionally, 80% 
of iMNs extended their axons out of the spine toward the 
musculature. The same methods were applied to human 
fibroblasts with similar results (Son, et al. 2011). These 
findings indicate the similarity of iMNs to ESC-derived MNs 
and the capability of MNs to function normally both in 
vitro and in vivo. 
 These studies determined the ability of differenti-
ated cells to be directly converted into specific subclasses 
of neurons, including motor neurons, skipping the induced 
pluripotent state. The use of oncogenes and tumorigenic 
factors are avoided, because the fibroblasts are not re-
quired to pass through an undifferentiated, ESC-like state.   

 
Results 
  
 In this study, 3 different stem cell therapies were 
presented and discussed, embryonic stem cells, induced 
pluripotent stem cells and direct reprogramming of differ-
entiated cells into neurons. All three therapies demonstrat-
ed the ability to produce functional motor neurons from 
stem cells in vitro and some in vivo (Miles, et al. 2004; Niz-
zardo, et al. 2013; Peljto, et al. 2010; Son, et al. 2011; 
Takahashi, Yamanka, 2006; Takahashi, et al. 2007; Um-
bach, et al. 2012; Vierbuchen, et al. 2010; Wichterle, et al. 
2002; Xu, et al. 2009; Yao, et al. 2013). Embryonic stem 
cells can successfully generate functional motor neurons 
using factors and signals found in normal embryonic devel-
opment (Miles, et al. 2004; Peljto, et al. 2010; Umbach, et 
al. 2012; Wichtelle, et al. 2002). Because of its ethical con-
troversy alternative methods are being researched. How-
ever, ESC-derived motor neurons remains a model for oth-
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extended. Intrathecally administered NSCs extended sur-
vival by ~10 days in all 24 mice in comparison to vehicle 
treated control SOD1-mutated mice and all 25 intrave-
nously treated mice survived ~23 days longer than vehicle 
treated control mice (Figure 7B and D). Although the sur-
vival extension seems very limited, it is statistically signifi-
cant and importantly, the extension remained steady in all 
the mice. Additionally, in a rotarod test, which evaluates 
neuromuscular function, NSC treated mice had a much 
higher rotarod functional outcome, indicating improved 
neuromuscular function (Figure 7A and C) (Nizzardo, et al.)  
 
Figure 5: A: comparison of Rotarod function in control mice 
and after intrathecal delivery. B: survival comparison between 
control and NSC intrathecally treated mice. C: comparison of 
Rotarod function in control mice and after intravenous delivery.  
D: survival comparison between control and NSC intravenously 
treated mice. (Source: Nizzardo, et al. 2013) Further studies 
were conducted to determine whether the induced motor neu-
rons transplanted can prevent further MN degeneration. The 
number of motor neurons was counted after 140 days in both 
control and stem cell treated mice. Mice treated with stem cells 
contained 40% more motor neurons than control mice, a very 
significant difference. Additionally, axonal density was pre-
served by 50% in stem cell treated mice while significant reduc-
tion was observed in control mice (Nizzardo, et al. 2013). These 
differences indicate the ability of induced MNs generated from 
iPSCs to protect against further motor neuron degeneration, 
thereby indicating the possibility of stem cell therapy to halt the 
disease progression of ALS. 
 

 

Clinical Hurdle for iPSCs: 
 
 While inducing pluripotency offers a noncontro-
versial and comparable alternative to ESCs, there is one 
chief clinical hurdle crucial to overcome. The process of 
inducing pluripotecy in differentiated stem cells requires 
the use of oncogenes. Genes such as Klf4, c-Myc and oth-
ers, which are central to inducing pluripotency, are funda-
mentally interconnected with the networks of benign and 
malignant tumor formation. The oncogenic network in-
cludes proliferation, differentiation and other properties 
that are major factors in pluripotency (Lee, et al. 2013). In 
fact, the way researchers detect pluripotency is by in-
jecting these iPSCs into mice where they form teratomas 
(Lee, et al. 2013; Takashi, Yamanka, 2006; Takashi, et al. 
2007; Yao, et al. 2013). The induction of pluripotency can 
cause malignant tumors by inducing genetic aberrations 
associated with tumorigenesis.  Deletions in tumor-
suppressor genes and activation of oncogenes by integra-
tion of transcription factors, such as Myc, are some exam-
ples of how the induction of pluripotency causes potential-
ly malignant neoplasms (Figure 8). 
 
 Besides for Myc, transcription factors such as Oct4, 
Klf4 and other core pluripotency factors are associated 
with tumorgenicity. These factors contain the possibility of 
maintaining their oncogenic tendency and causing malig-
nant neoplasms when transplanted in humans (Lee, et al. 
2013). To ensure patient protection, the clinical expression 
of these oncogenes will have to be researched further. 
Other options have to be explored to guarantee the safest 
and most efficient process of introducing stem cells into a 
human patient. 
Direct Reprogramming of Stem Cells into Motor neurons: 
In the face of obstacles such as ethical controversy and tu 
morigenic potential of ESCs and iPSCs respectively, re-
searchers have searched for other methods to apply stem 
cell therapy to treat ALS.  Direct reprogramming of somatic 
stem cells into motor neurons, skipping the pluripotent 
state, seems to be an ideal alternative and considerable 
research has been devoted to this plight. 
Vierbuchen et al. describes the process of directly repro-
gramming fibroblasts into neurons. Both mouse embryonic 
fibroblasts and mouse post natal fibroblasts were used to 
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ensure that both somatic and embryonic stem cells express 
similar efficiency. Five factors, prepared from an original 
pool of 19 were isolated based on their positive role in in-
ducing neural development, morphology and activity in 
fibroblasts.  Patch-clamp recording was used to identify 
whether action potentials could be generated in these in-
duced neurons (iNs).  A significant quantity of iNs, 85.1% , 
could elicit action potentials when induced with current. 
Additionally, iNs were responsive to GABA, glutamine and 
other excitatory neurotransmitters, indicating properly 
functioning receptor sites. iNs were placed into an existing 
neural network in vitro to determine whether the cells 
could integrate into complex neural networks. After 7 days, 
normal neuronal behavior was observed (Vierbuchen, et al. 
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Results 
  
 In this study, 3 different stem cell therapies were 
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ed the ability to produce functional motor neurons from 
stem cells in vitro and some in vivo (Miles, et al. 2004; Niz-
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troversy alternative methods are being researched. How-
ever, ESC-derived motor neurons remains a model for oth-
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er research, such as induced motor neurons from pluripo-
tency and induced MNs from differentiated stem cells, be-
cause of its success in generating normal embryonic-like 
motor neurons. The induction of pluripotency from differ-
entiated stem cells demonstrated ESC-like character and 
could generate into functional neurons (Nizzardo, et al. 
2013; Takahashi, Yamanka, 2006; Takahashi, et al. 2007; 
Yao, et al. 2013). The significance of this method lies in its 
capability of using adult cells, as well as embryonic cells, to 
generate motor neurons (Takahashi, et al. 2007). Pluripo-
tency, however, is intricately linked to the oncogenic net-
work (Lee, et al. 2013). Many of the factors used to induce 
pluripotency are found in the regulation and maintenance 
of tumor formation (Lee, et al. 2013; Takashi, Yamanka, 
2006). These tumorigenic factors can potentially be pre-
served through the process of generating MNs and cause 
malignant teratomas when transplanted into humans (Lee, 
et al. 2013). Direct reprogramming of differentiated stem 
cells into motor neurons skips the pluripotent state and 
reduces the risk of tumorigenesis. These directly induced 
motor neurons can be generated from both embryonic and 
adult differentiated stem cells, with similar efficiency to 
ESC-derived MNs (Son, et al. 2011; Vierbuchen, et al. 
2010). This method can provide an ideal alternative to the 
controversial ESC-derived MNs and the tumorigenic iPSCs. 
 

Conclusion 
 
 Although the success of inducing motor neurons 
has been established preclinically, the safety and clinical 
efficiency of these stem cell therapies in human patients 
with ALS still have to be determined. Several clinical trials, 
conducted by “Neuralstem inc.,” “BrainStorm Cell Thera-
peutics,” and others, are currently underway to evaluate 
the safety of these methods. If safety can be determined, 
trials can begin to assess efficiency. While preclinical trials 
have been successful in generating motor neurons with 
proper function, clinical success may prove to be more 
difficult in ALS human patients. Since the etiology remains 
unknown, the degeneration initiating factors cannot be 
controlled and the new motor neurons may be subject to 
the same factors that caused the motor neuron degenera-
tion in the first place. To continue survival, frequent MN 
transplantations into ALS patients may have to take place 

each time degeneration reoccurs. While there are many 
clinical hurdles to overcome, with further research stem 
cell therapy can become the cure ALS patients have been 
waiting for.   
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factors and signals. Through the action of Sonic hedgehog (Shh) signaling 
these neural progenitor cells are transformed to a progenitor motor 
neuron (pMN) domain, which are destined to the fate of spinal motor 
neurons. These cells in the pMN domain are characterized by the ex-
pression of Pax6, Nkx6.1 and Olig2 proteins which each have a role in 
the differentiation of various spinal motor neurons (Wichterle, et al. 
2002). Additionally, these factors direct the expression of Hb9, a tran-
scription factor found in MNs. Hb9 is commonly used to identify motor 
neuron presence in vivo and in vitro research, through the genetic inser-
tion of Green Fluorescent Protein (GFP) in the Hb9 promoter site (Figure 
1). The GFP will be expressed and visually viewed if Hb9 is expressed, a 
factor indicative of motor neuron presence (Wichterle, et al. 2002). 
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Abstract 

Corticosteroids are a class of potent drugs with important physiological effects on the body. Regular use is linked with 
common and serious side effects. This paper uses studies to analyze the similarities between various corticosteroids. All 
drugs in this class are molecules that contain the same steroid backbone and are therefore associated with the same 
cellular receptor. This results in a comparable mechanism and parallel overall effect in the body. Side effects of cortico-
steroids are analogous as well. Using the knowledge of physiological changes in the body due to corticosteroids will al-
low healthcare providers to determine the most effective corticosteroid least likely to cause adverse effects, and treat 
and monitor the patient accordingly.  

Similarities Between Corticosteroids  
M. Einhorn  

Introduction 

 Corticosteroids are a class of commonly prescribed 
drugs containing a backbone of four fused cycloalkanes. 
These drugs are prescribed to treat a wide variety of ail-
ments including: autoimmune disorders, arthritis, asthma, 
dermatitis, cancer treatment, pain management and oth-
ers. Corticosteroid drug therapy is currently used in the 
treatment of over 175 diseases. Additionally, these drugs 
are commonly used by patients, as seen by the fact that 
Advair diskus, a corticosteroid inhaler, was sixth in retail 
sales during the year 2013. The drug can be administered 
and absorbed by the body in a variety of different forms: 
topically applied creams, inhaled sprays, injected systemi-
cally, drops for the eyes or ears, and orally. What are the 
common physiological effects of the different corticoster-
oids? The medications in this class share a common molec-
ular backbone and cause analogous effects on a cellular 
level. Much research has been done trying to determine an 
exact mechanism of steroidal function. Mechanisms have 
been proposed, but as of today, they are hypotheses that 
explain some, but not all, effects. Though corticosteroid 
drugs are used for seemingly disparate pathologies, there 
are many similarities in physiological effects of corticoster-
oids, both medicinal as well as detrimental. 

Methods 

The similarities between the corticosteroid class of drugs, 
as well as the differences between specific corticosteroids, 
were analyzed using original studies and critiques obtained 

by typing corticosteroid along with other associated key-
words, such as inflammation, into databases, such as  
Ebsco, Medline, ProQuest, and other similar databases. 

Similarity in Structure 

 Steroids are molecules with a backbone consisting 
of three bonded cyclohexane rings fused with a cyclopen-
tane. The backbone can vary in oxidation state as well as in 
functional groups, producing numerous different steroid 
molecules. The body produces cholesterol and steroid hor-
mones as part of normal function, most importantly: aldos-
terone, and the sex hormones. Synthetic steroids can be 
introduced into the body. 

 Corticosteroids are a class of drugs similar to the 
hormone cortisol, and they contain this steroid backbone. 
Different corticosteroids vary somewhat in shape due to 
the differing functional groups and oxidation state. Though 
all steroid molecules are quite similar in structure, slight 
changes between each molecule’s backbone results in 
differing affinity between the molecule and the corre-
sponding glucocorticoid receptor . Structural changes also 
affect the bioavailability of a corticosteroid. Inhaled corti-
costeroids with a hydroxyl group on carbon 21 have been 
shown both in vitro and in vivo to undergo esterification 
inside lung cells and therefore take a longer period of time 
to eliminate from the body (Kelly, 2009). 

Mechanism of Action 

 The physiological effects of corticosteroids are well 
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documented, and medical practitioners administer these 
drugs because the effects are beneficial to the patients. 
Corticosteroids are sometimes referred to as a “miracle 
drug” because of the diverse pathologies that are alleviat-
ed or managed by these drugs. The precise mechanism of 
action, nevertheless, is as of yet unknown. Much research 
has been done to discover this mechanism, and varying 
hypotheses have been suggested. There is a strong possi-
bility that corticosteroids have numerous effects on a cellu-
lar level, resulting in what seems to be several valid mecha-
nisms. 

 Corticosteroids function by diffusing into a cell and 
binding to glucocorticoid receptors in the cytoplasm 
(Barnes, 2005). The receptor corticosteroid complex stimu-
lates changes in the cell by influencing transcription. Re-
search testing cardiovascular effects of the corticosteroid 
dexamethasone, found that treatment of cells with dexa-
methasone and the glucocorticoid antagonist mifepristone 
(RU 486) blocked the known effects of the corticosteroid 
(Hafezi-Moghdam et al., 2002). When cells are treated with 
mifepristone, the glucocorticoid receptor is inactivated. 
When the cell with the inactivated receptor is treated with 
corticosteroid, no corticosteroid effect takes place. This 
demonstrated that a corticosteroid must bind to the recep-
tor for an effect to occur in the cell. 

 This theory was replicated in a study showing that 
dexamethasone inhibits vasculogenesis in a tumor through 
suppressing vascular endothelial growth factor A. Treat-
ment of steroid along with mifepristone prevented this 
suppressive effect (Greenberger et al., 2010). A limit of the 
conclusion, however, is that both studies were done using 
the same corticosteroid dexamethasone, and therefore, 
does not prove that other corticosteroids need to bind to 
the glucocorticoid receptor to have an effect. 

 Further proof of this theory lies in the clinically 
seen observation that different topical corticosteroids have 
different potencies. Corticosteroids are therefore separat-
ed into classes. In the United States, corticosteroids are 
divided in classes from one, the extremely potent, to sev-
en, the least potent. In Europe, classes are numbered 
differently with class one, the mild corticosteroids, to class 
four, the strongest of the corticosteroids. Percentage of 
active ingredient in corticosteroid creams, lotions, or oint-

ments fluctuates depending on the strength of the cortico-
steroid. 

 In a double blind study testing the bioavailability of 
different corticosteroids, desoximetasone 0.25%, clobeta-
sol-17-propionate .05%, hydrocortisone 1.0%, and betame-
thasone dipropionate .064% were applied on the volar 
forearm of 30 healthy volunteers. After six hours, skin color 
changes were noted. The degree of skin blanching is asso-
ciated with the efficacy of the corticosteroid. Though the 
corticosteroid concentration in each cream was different, 
the vasoconstrictive effect of the corticosteroid, as seen by 
blanching of the skin was quite similar between three of 
the four corticosteroids tested. Hydrocortisone caused 
milder skin blanching and in fewer individuals, but is known 
to be a weak corticosteroid so the results were not atypical 
(Borelli et al., 2008). The clinical observation that three of 
the four creams caused similar blanching despite differing 
concentrations, clearly demonstrated that corticosteroids 
differ in potency. 

 Research has shown that each corticosteroid has a 
different binding affinity to the glucocorticoid receptor be-
cause of structural differences (Kelly, 2009). Clinical trials 
show that the change in binding affinity from one cortico-
steroid to another is associated with the potency of the 
corticosteroid (Kelly, 2009). This correlation that greater 
the affinity of the corticosteroid to the receptor the more 
powerful its effects, bolsters the theory that corticoster-
oids need to bind to the glucocorticoid receptor to have 
physiological effects. The corticosteroid receptor complex 
causes numerous changes in the cell, both in the short 
term as well as long term. 

 After binding to the corticosteroid, the activated 
glucocorticoid receptor complex is transported from the 
cytoplasm into the nucleus and binds to the promoter of 
specific genes containing the glucocorticoid response ele-
ments. This induces transcription of glucocorticoid re-
sponse elements mRNA (Barnes, 2005). In endothelial cells, 
dexamethasone induced promoter activity for the gluco-
corticoid response elements and caused transcription of 
these genes beginning four hours after treatment of cells. 
Actinomycin D, which inhibits transcription, and 5, 6-
dichlorobenzimidazole riboside, which inhibits RNA poly-
merase, given in conjunction with the corticosteroid 
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 Corticosteroids function by diffusing into a cell and 
binding to glucocorticoid receptors in the cytoplasm 
(Barnes, 2005). The receptor corticosteroid complex stimu-
lates changes in the cell by influencing transcription. Re-
search testing cardiovascular effects of the corticosteroid 
dexamethasone, found that treatment of cells with dexa-
methasone and the glucocorticoid antagonist mifepristone 
(RU 486) blocked the known effects of the corticosteroid 
(Hafezi-Moghdam et al., 2002). When cells are treated with 
mifepristone, the glucocorticoid receptor is inactivated. 
When the cell with the inactivated receptor is treated with 
corticosteroid, no corticosteroid effect takes place. This 
demonstrated that a corticosteroid must bind to the recep-
tor for an effect to occur in the cell. 

 This theory was replicated in a study showing that 
dexamethasone inhibits vasculogenesis in a tumor through 
suppressing vascular endothelial growth factor A. Treat-
ment of steroid along with mifepristone prevented this 
suppressive effect (Greenberger et al., 2010). A limit of the 
conclusion, however, is that both studies were done using 
the same corticosteroid dexamethasone, and therefore, 
does not prove that other corticosteroids need to bind to 
the glucocorticoid receptor to have an effect. 

 Further proof of this theory lies in the clinically 
seen observation that different topical corticosteroids have 
different potencies. Corticosteroids are therefore separat-
ed into classes. In the United States, corticosteroids are 
divided in classes from one, the extremely potent, to sev-
en, the least potent. In Europe, classes are numbered 
differently with class one, the mild corticosteroids, to class 
four, the strongest of the corticosteroids. Percentage of 
active ingredient in corticosteroid creams, lotions, or oint-

ments fluctuates depending on the strength of the cortico-
steroid. 

 In a double blind study testing the bioavailability of 
different corticosteroids, desoximetasone 0.25%, clobeta-
sol-17-propionate .05%, hydrocortisone 1.0%, and betame-
thasone dipropionate .064% were applied on the volar 
forearm of 30 healthy volunteers. After six hours, skin color 
changes were noted. The degree of skin blanching is asso-
ciated with the efficacy of the corticosteroid. Though the 
corticosteroid concentration in each cream was different, 
the vasoconstrictive effect of the corticosteroid, as seen by 
blanching of the skin was quite similar between three of 
the four corticosteroids tested. Hydrocortisone caused 
milder skin blanching and in fewer individuals, but is known 
to be a weak corticosteroid so the results were not atypical 
(Borelli et al., 2008). The clinical observation that three of 
the four creams caused similar blanching despite differing 
concentrations, clearly demonstrated that corticosteroids 
differ in potency. 

 Research has shown that each corticosteroid has a 
different binding affinity to the glucocorticoid receptor be-
cause of structural differences (Kelly, 2009). Clinical trials 
show that the change in binding affinity from one cortico-
steroid to another is associated with the potency of the 
corticosteroid (Kelly, 2009). This correlation that greater 
the affinity of the corticosteroid to the receptor the more 
powerful its effects, bolsters the theory that corticoster-
oids need to bind to the glucocorticoid receptor to have 
physiological effects. The corticosteroid receptor complex 
causes numerous changes in the cell, both in the short 
term as well as long term. 

 After binding to the corticosteroid, the activated 
glucocorticoid receptor complex is transported from the 
cytoplasm into the nucleus and binds to the promoter of 
specific genes containing the glucocorticoid response ele-
ments. This induces transcription of glucocorticoid re-
sponse elements mRNA (Barnes, 2005). In endothelial cells, 
dexamethasone induced promoter activity for the gluco-
corticoid response elements and caused transcription of 
these genes beginning four hours after treatment of cells. 
Actinomycin D, which inhibits transcription, and 5, 6-
dichlorobenzimidazole riboside, which inhibits RNA poly-
merase, given in conjunction with the corticosteroid 
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blocked the promoter activity (Hafezi-Moghdam et al., 
2002). These results indicate the influence of corticoster-
oids on transcription, which will subsequently affect pro-
teins produced by the cell. 

 Some of the genes contained within the glucocor-
ticoid response elements code for proteins with anti-
inflammatory effects, such as interleukin 10. Leucine zip-
per protein and I kappa beta alpha (IkBα) are proteins syn-
thesized in a cell exposed to corticosteroid. They suppress 
an important proinflammatory transcription factor called 
nuclear factor kappa B (Barnes, 2006). Some genes are 
indirectly inhibited by corticosteroids through the suppres-
sion of nuclear factor kappa B (Maneechotesuwan et al., 
2009). There are also genes directly inhibited by cortico-
steroids, and these genes are considered to be negative 
glucocorticoid response elements. Examples of these di-
rectly suppressed genes include genes that regulate oste-
ocalcin and keratin (Barnes, 2006). The suppression of 
these proteins results in common side effects of cortico-
steroids, such as epidermal, and to a lesser extent, dermal 
thinning and increased risk of fractures. 

 Corticosteroids inhibit proteins that have deleteri-
ous effects on specific pathologies. As a result corticoster-
oid therapies are beneficial for these diseases. A study 
seeking to explain the function of corticosteroid therapy in 
the treatment of infantile hemangioma found that the me-
dicinal property was due to a negative glucocorticoid re-
sponse elements and a decrease in amount of a corre-
sponding protein. Corticosteroids suppressed the expres-
sion of vascular endothelial growth factor A mRNA and 
protein in hemangioma stem cells in a dose dependent 
manner, suggesting that corticosteroids may slow the 
growth of cancer cells. . Untreated infantile hemangioma 
cells express larger quantities of vascular growth factor 
than normal endothelial cells, but use of corticosteroids 
inhibited growth factor mRNA and protein. This effect was 
replicated using different corticosteroids including dexa-
methasone, prednisone, prednisolone, methylpredniso-
lone, and hydrocortisone (Greenberger et al., 2010) lead-
ing to a conclusion that this effect is common to all cortico-
steroids. Other proangiogenic factors were suppressed in 
the hemangioma stem cells, in addition to vascular endo-
thelial growth factor A. These factors included matrix met-

alloproteinase 1, interleukin-6, and monocyte chemo-
attractant protein 1. The latter two molecules are both 
involved with the immune system (Greenberger et al., 
2010). Inhibition of metalloproteinase is also seen in corti-
costeroid treatment of arthritic diseases (Fubini et al., 
2001). Steroidal medications induce changes in gene ex-
pression. The expressed genes, as well as the repressed 
genes, have physiological effects on the cell, which are 
attributed to the corticosteroid. 

 Numerous studies demonstrate that corticoster-
oids affect transcription, but this does not explain all of the 
physiological effects of corticosteroids. Corticosteroids 
inhibit cytokine production in T helper 2 cells, specifically 
interleukin 4, 5, and 13. The genes coding these interleu-
kins are not fully regulated by nuclear factor kappa B and 
are not known to be part of the glucocorticoid response 
element (Maneechotesuwan et al., 2009). Additionally, 
effects of dexamethasone were seen in cells after only ten 
minutes , quite a short time for the transcription of gluco-
corticoid response element genes and translation of corre-
sponding proteins. Furthermore, although the inhibitor of 
transcription actinomycin D blocked the promoter of the 
glucocorticoid response elements, overall the molecule did 
not inhibit the physiological changes of a cell exposed to 
dexamethasone (Hafezi-Moghdam et al., 2002). Based on 
these observations, the theory that corticosteroids binding 
to a receptor cause a cell to express certain genes and re-
press others is insufficient. 

 T cells exposed to anti CD3 antibodies and anti CD 
28 antibodies cause GATA-3, a transcription factor, to be 
imported into the nucleus and stimulate the expression of 
interleukin 4 and 5. T lymphocytes that were exposed to 
the corticosteroid, known as fluticasone propionate, were 
found to have inhibited GATA-3, which affected interleukin 
gene expression. Interleukin 4 expression, which is regulat-
ed by GATA-3, was inhibited, and GATA-3 did not bind to 
the promoter of interleukin 5. Research on this phenome-
na found that GATA-3 uses importin alpha for protein to 
enter the nuclear membrane. Activated glucocorticoid re-
ceptors use importin alpha for nuclear translocation as 
well, leading to competition between GATA-3 and the glu-
cocorticoid receptor for importin alpha. This decreased 
quantity of importin alpha available to GATA-3 results in 
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less nuclear translocation, less transcription, and less trans-
lation of interleukins 4,5, and 13 (Maneechotesuwan et al., 
2009). 

 Corticosteroids were found to have non-
transcriptional effects as well. Treating endothelial cells 
with dexamethasone stimulated endothelial nitric oxide 
synthase, an enzyme that has physiological effects on the 
cells. Activating the enzyme begins with the corticosteroid 
binding to the glucocorticoid receptor. The complex stimu-
lates protein kinase B (also known as Akt) either directly or 
indirectly through the phosphoinositide 3-kinase/Akt path-
way. Protein kinase B phosphorylates endothelial nitric 
oxide synthase thereby activating this enzyme (Hafezi-
Moghdam et al., 2002). Researchers carried out this exper-
iment with only one corticosteroid, dexamethasone, and 
the cells were evaluated for the function of only one en-
zyme. This raises an important question whether a corre-
sponding mechanism applies to other corticosteroids and 
the phosphorylation and activation of other enzymes.   

General Effects of Corticosteroid Drugs 

 Based on proteins produced or inhibited, as well as 
the enzymes activated in a cell exposed to corticosteroids, 
these drugs have predictable physiological effects. One of 
the most important effects of corticosteroid drugs is the 
suppression of inflammation. This effect is so significant 
that other drugs that also have anti-inflammatory proper-
ties are separated into a class titled nonsteroidal anti-
inflammatory drugs (NSAIDs).  Healthcare practitioners 
therefore often prescribe corticosteroids in the treatment 
of pathologies involving an inflammatory reaction. Inflam-
mation is associated with the immune system, and cortico-
steroids influence cytokine production, increasing some 
cytokines while decreasing others, resulting in an immuno-
suppressant effect. Repressing the immune system is ben-
eficial for the treatment of pathologies caused by an over-
active immune system, but detrimental to a patient on 
long-term corticosteroid therapy. Immune system suppres-
sion increases patient susceptibility to infections, which 
can become quite serious. This effect is especially deleteri-
ous to patients with compromised immune system due to 
other medical issues. Corticosteroids affect mRNA tran-
scription and proteins produced in the cell. Researchers 
are studying the effects of proteins produced or repressed 

by cells exposed to corticosteroids and the physiological 
effects these proteins have on the cell. 

 
Therapeutic Usage of Corticosteroids 

 The properties listed above are what cause corti-
costeroids to have a therapeutic influence on a wide varie-
ty of diseases. One of the most common uses of cortico-
steroids is in the treatment and management of asthma 
(Eurich et. al, 2013) and other diseases characterized by an 
obstructed airway (Sibila et al, 2013). Corticosteroids are 
used to treat inflammation in other areas of the body as 
well. Therefore, corticosteroid drug therapy is commonly 
used to treat inflammatory skin disease,s such as eczema 
and psoriasis. Injections of corticosteroids are used in the 
controlling of inflammation and the suppression of matrix 
metalloproteinase activity in arthritic diseases (Fubini et 
al.,2001). Corticosteroids are beneficial for autoimmune 
disorders because of the immunosuppressive effect. Some 
pathologies, such as allergies, are aided by both the anti-
inflammatory and immunosuppressive effects of cortico-
steroids. 

 The proteins produced in cells exposed to cortico-
steroids are beneficial to some diseases. Cardiovascular 
disease can be treated using corticosteroids, though a high 
dose is needed to achieve results (Hafezi-Moghdam et al., 
2002). Dexamethasone increased the activity of the en-
zyme endothelial nitric oxide synthase (eNOS) and the pro-
duction of nitric oxide. This radical protects muscle mi-
crovessels in mice after ischemia. Under normal condi-
tions, leukocytes are present in the blood and do not ad-
here to venule walls. Following ischemia and reperfusion, 
leukocytes’ velocity in the bloodstream decreases and they 
begin to stick to the venule walls. Mice given dexame-
thasone, directly following the ischemia and reperfusion, 
did not have the decrease in leukocyte velocity and the 
increase in adhesion normally seen after ischemia and 
reperfusion (Hafezi-Moghdam et al., 2002). This effect was 
studied in the cremaster muscle, but corticosteroids were 
found to have beneficial effects on myocardium as well. 
Dexamethasone treated mice were found to have myocar-
dial infarctions affecting a smaller percentage of their re-
gion at risk for infarction, while mice in the control group 
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blocked the promoter activity (Hafezi-Moghdam et al., 
2002). These results indicate the influence of corticoster-
oids on transcription, which will subsequently affect pro-
teins produced by the cell. 

 Some of the genes contained within the glucocor-
ticoid response elements code for proteins with anti-
inflammatory effects, such as interleukin 10. Leucine zip-
per protein and I kappa beta alpha (IkBα) are proteins syn-
thesized in a cell exposed to corticosteroid. They suppress 
an important proinflammatory transcription factor called 
nuclear factor kappa B (Barnes, 2006). Some genes are 
indirectly inhibited by corticosteroids through the suppres-
sion of nuclear factor kappa B (Maneechotesuwan et al., 
2009). There are also genes directly inhibited by cortico-
steroids, and these genes are considered to be negative 
glucocorticoid response elements. Examples of these di-
rectly suppressed genes include genes that regulate oste-
ocalcin and keratin (Barnes, 2006). The suppression of 
these proteins results in common side effects of cortico-
steroids, such as epidermal, and to a lesser extent, dermal 
thinning and increased risk of fractures. 

 Corticosteroids inhibit proteins that have deleteri-
ous effects on specific pathologies. As a result corticoster-
oid therapies are beneficial for these diseases. A study 
seeking to explain the function of corticosteroid therapy in 
the treatment of infantile hemangioma found that the me-
dicinal property was due to a negative glucocorticoid re-
sponse elements and a decrease in amount of a corre-
sponding protein. Corticosteroids suppressed the expres-
sion of vascular endothelial growth factor A mRNA and 
protein in hemangioma stem cells in a dose dependent 
manner, suggesting that corticosteroids may slow the 
growth of cancer cells. . Untreated infantile hemangioma 
cells express larger quantities of vascular growth factor 
than normal endothelial cells, but use of corticosteroids 
inhibited growth factor mRNA and protein. This effect was 
replicated using different corticosteroids including dexa-
methasone, prednisone, prednisolone, methylpredniso-
lone, and hydrocortisone (Greenberger et al., 2010) lead-
ing to a conclusion that this effect is common to all cortico-
steroids. Other proangiogenic factors were suppressed in 
the hemangioma stem cells, in addition to vascular endo-
thelial growth factor A. These factors included matrix met-

alloproteinase 1, interleukin-6, and monocyte chemo-
attractant protein 1. The latter two molecules are both 
involved with the immune system (Greenberger et al., 
2010). Inhibition of metalloproteinase is also seen in corti-
costeroid treatment of arthritic diseases (Fubini et al., 
2001). Steroidal medications induce changes in gene ex-
pression. The expressed genes, as well as the repressed 
genes, have physiological effects on the cell, which are 
attributed to the corticosteroid. 

 Numerous studies demonstrate that corticoster-
oids affect transcription, but this does not explain all of the 
physiological effects of corticosteroids. Corticosteroids 
inhibit cytokine production in T helper 2 cells, specifically 
interleukin 4, 5, and 13. The genes coding these interleu-
kins are not fully regulated by nuclear factor kappa B and 
are not known to be part of the glucocorticoid response 
element (Maneechotesuwan et al., 2009). Additionally, 
effects of dexamethasone were seen in cells after only ten 
minutes , quite a short time for the transcription of gluco-
corticoid response element genes and translation of corre-
sponding proteins. Furthermore, although the inhibitor of 
transcription actinomycin D blocked the promoter of the 
glucocorticoid response elements, overall the molecule did 
not inhibit the physiological changes of a cell exposed to 
dexamethasone (Hafezi-Moghdam et al., 2002). Based on 
these observations, the theory that corticosteroids binding 
to a receptor cause a cell to express certain genes and re-
press others is insufficient. 

 T cells exposed to anti CD3 antibodies and anti CD 
28 antibodies cause GATA-3, a transcription factor, to be 
imported into the nucleus and stimulate the expression of 
interleukin 4 and 5. T lymphocytes that were exposed to 
the corticosteroid, known as fluticasone propionate, were 
found to have inhibited GATA-3, which affected interleukin 
gene expression. Interleukin 4 expression, which is regulat-
ed by GATA-3, was inhibited, and GATA-3 did not bind to 
the promoter of interleukin 5. Research on this phenome-
na found that GATA-3 uses importin alpha for protein to 
enter the nuclear membrane. Activated glucocorticoid re-
ceptors use importin alpha for nuclear translocation as 
well, leading to competition between GATA-3 and the glu-
cocorticoid receptor for importin alpha. This decreased 
quantity of importin alpha available to GATA-3 results in 
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less nuclear translocation, less transcription, and less trans-
lation of interleukins 4,5, and 13 (Maneechotesuwan et al., 
2009). 

 Corticosteroids were found to have non-
transcriptional effects as well. Treating endothelial cells 
with dexamethasone stimulated endothelial nitric oxide 
synthase, an enzyme that has physiological effects on the 
cells. Activating the enzyme begins with the corticosteroid 
binding to the glucocorticoid receptor. The complex stimu-
lates protein kinase B (also known as Akt) either directly or 
indirectly through the phosphoinositide 3-kinase/Akt path-
way. Protein kinase B phosphorylates endothelial nitric 
oxide synthase thereby activating this enzyme (Hafezi-
Moghdam et al., 2002). Researchers carried out this exper-
iment with only one corticosteroid, dexamethasone, and 
the cells were evaluated for the function of only one en-
zyme. This raises an important question whether a corre-
sponding mechanism applies to other corticosteroids and 
the phosphorylation and activation of other enzymes.   

General Effects of Corticosteroid Drugs 

 Based on proteins produced or inhibited, as well as 
the enzymes activated in a cell exposed to corticosteroids, 
these drugs have predictable physiological effects. One of 
the most important effects of corticosteroid drugs is the 
suppression of inflammation. This effect is so significant 
that other drugs that also have anti-inflammatory proper-
ties are separated into a class titled nonsteroidal anti-
inflammatory drugs (NSAIDs).  Healthcare practitioners 
therefore often prescribe corticosteroids in the treatment 
of pathologies involving an inflammatory reaction. Inflam-
mation is associated with the immune system, and cortico-
steroids influence cytokine production, increasing some 
cytokines while decreasing others, resulting in an immuno-
suppressant effect. Repressing the immune system is ben-
eficial for the treatment of pathologies caused by an over-
active immune system, but detrimental to a patient on 
long-term corticosteroid therapy. Immune system suppres-
sion increases patient susceptibility to infections, which 
can become quite serious. This effect is especially deleteri-
ous to patients with compromised immune system due to 
other medical issues. Corticosteroids affect mRNA tran-
scription and proteins produced in the cell. Researchers 
are studying the effects of proteins produced or repressed 

by cells exposed to corticosteroids and the physiological 
effects these proteins have on the cell. 

 
Therapeutic Usage of Corticosteroids 

 The properties listed above are what cause corti-
costeroids to have a therapeutic influence on a wide varie-
ty of diseases. One of the most common uses of cortico-
steroids is in the treatment and management of asthma 
(Eurich et. al, 2013) and other diseases characterized by an 
obstructed airway (Sibila et al, 2013). Corticosteroids are 
used to treat inflammation in other areas of the body as 
well. Therefore, corticosteroid drug therapy is commonly 
used to treat inflammatory skin disease,s such as eczema 
and psoriasis. Injections of corticosteroids are used in the 
controlling of inflammation and the suppression of matrix 
metalloproteinase activity in arthritic diseases (Fubini et 
al.,2001). Corticosteroids are beneficial for autoimmune 
disorders because of the immunosuppressive effect. Some 
pathologies, such as allergies, are aided by both the anti-
inflammatory and immunosuppressive effects of cortico-
steroids. 

 The proteins produced in cells exposed to cortico-
steroids are beneficial to some diseases. Cardiovascular 
disease can be treated using corticosteroids, though a high 
dose is needed to achieve results (Hafezi-Moghdam et al., 
2002). Dexamethasone increased the activity of the en-
zyme endothelial nitric oxide synthase (eNOS) and the pro-
duction of nitric oxide. This radical protects muscle mi-
crovessels in mice after ischemia. Under normal condi-
tions, leukocytes are present in the blood and do not ad-
here to venule walls. Following ischemia and reperfusion, 
leukocytes’ velocity in the bloodstream decreases and they 
begin to stick to the venule walls. Mice given dexame-
thasone, directly following the ischemia and reperfusion, 
did not have the decrease in leukocyte velocity and the 
increase in adhesion normally seen after ischemia and 
reperfusion (Hafezi-Moghdam et al., 2002). This effect was 
studied in the cremaster muscle, but corticosteroids were 
found to have beneficial effects on myocardium as well. 
Dexamethasone treated mice were found to have myocar-
dial infarctions affecting a smaller percentage of their re-
gion at risk for infarction, while mice in the control group 
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had a larger percentage of their region at risk affected by a 
myocardial infarction. Other studies have demonstrated 
that corticosteroids given to cardiovascular patients im-
proved short-term survival following a myocardial infarc-
tion. In the experiments using mice, only very high doses 
caused physiological effects, and an established clinical 
dose offered no cardiovascular protection (Hafezi-
Moghdam et al., 2002). 

 Corticosteroids are effective in reducing pain, as 
evidenced by a study comparing the effectiveness of intra-
venous hydrocortisone plus conventional treatment versus 
a placebo and conventional methods at reducing a severe 
postdural puncture headache. The results clearly showed 
the effectiveness of corticosteroids at reducing intense 
pain. Dural puncture is thought to cause a headache by 
causing cerebral spinal fluid leakage and a lessening of the 
fluid cushioning around the brain. The mechanism for the 
resolution of the headache is unknown, but possibilities 
include the anti-inflammatory properties of corticosteroids 
at the puncture site, the suppression of interleukins and 
prostaglandins, and causing the reabsorption of cerebro-
spinal fluid (Alam et al., 2012). Similarly, corticosteroids, in 
addition to antibiotics, relieved the pain and symptoms of 
patients suffering strong discomfort from pharyngitis soon-
er than than antibiotics and a placebo did (Bergeson et. al., 
2013). 

 Topical corticosteroids have the benefit of main-
taining a localized concentration of corticosteroids. Pa-
tients with bullous pemphigoid, a potentially fatal autoim-
mune disease of the skin, were divided into one group re-
ceiving treatment of 40 grams of the topical corticosteroid 
0.5% clobetasol propionate twice daily, and the other 
group was treated with one milligram per kilogram of oral 
prednisone. The topical corticosteroid was found to be 
more effective at controlling the disease and caused a low-
er incidence of side effects than the oral corticosteroid 
(Joly et al., 2002). Similarly, topical steroids were found to 
be effective at reducing inflammation and ear discharge in 
otitis media. Clinicians commonly prescribe ear drops, con-
taining a combination of an antibiotic, such as Augmentin®, 
and a corticosteroid, to treat otitis media with discharge 
(Florea et al., 2006). 

 Corticosteroids are used in oncology treatment of 

infantile hemangioma. They suppress vascular endothelial 
growth factor A, thereby inhibiting tumor vasculogenesis 
and limiting tumor growth (Greenberger et al., 2010). Ad-
ditional research is needed to determine whether this 
effect extends to other forms of cancer and can be used 
accordingly, as a part of treatment. Furthermore, the safe-
ty of corticosteroid therapy in cancer patients must be 
evaluated as well.   

Side Effects Common to Corticosteroids 

 The change in proteins produced by a cell exposed 
to corticosteroids has numerous effects on the cell, both 
positive and negative. Side effects of a corticosteroid de-
pend on the binding affinity, which is the potency of the 
given corticosteroid; the length of time for which it is tak-
en; and the method of introduction in the body. Side 
effects of topically applied corticosteroids generally affect 
the location of application. 

 Skin atrophy is a common effect of corticosteroids 
(Cobman and Wezel, 2006). In a double blind study, twenty 
healthy volunteers applied four different topical cortico-
steroids with differing potencies to their volar arm for four 
weeks. Researchers quantified skin atrophy, using optical 
coherence tomography to measure epidermal thickness, 
and using high frequency ultrasound to measure dermal 
thickness. Additionally, they used a profilometer, an instru-
ment that measures the profile of a given surface, to quan-
tify epidermal roughness. All of the volunteers experienced 
epidermal thinning, demonstrating the frequency of this 
side effect. The epidermis thickened considerably after 
treatment was completed, but three weeks after finishing 
treatment, the epidermis was still measurably thinner than 
it had been before treatment. The subjects were followed 
for only three weeks following steroid use, so the length of 
time for which this effect persisted and the time needed 
for the epidermis to return to its original thickness was not 
determined in the study. The dermis of volunteers thinned 
as well. The dermal thinning, however, was less than that 
of the epidermal thinning. Additionally, three weeks post-
treatment the dermis had almost returned to its original 
thickness. Using the profilometer, areas of corticosteroid 
use had a decreased roughness. The effect of the cortico-
steroid on the skin corresponded with its known potency; 
the more potent corticosteroids caused more significant 
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thinning. Hydrocortisone, a mild corticosteroid, did not 
cause significant atrophy. 

 It is evident from this study that in many cases, the 
skin, particularly the epidermis, is affected by corticoster-
oid use (Cobman and Wezel, 2006). This effect is likely be-
cause corticosteroids directly inhibit genes coding the pro-
tein keratin; these genes are part of the negative GRE. 
Healthcare providers should treat a patient using the least 
potent corticosteroid found to be effective and should 
monitor skin changes in the patient (Cobman and Wezel, 
2006). Similar results were obtained in a study testing the 
effects of corticosteroids on different skin phototypes. An 
additional side effect of corticosteroids was seen in the 
study: changed skin pigmentation (Shlivko et al., 2013). 

The method used to introduce corticosteroids into the 
body influences the side effects experienced by the pa-
tient. The effects of topical corticosteroids are concentrat-
ed and limited to the location of application. Therefore, 
topical corticosteroids may be more effective for treat-
ment of the skin and are known to have a lower toxicity as 
compared to oral corticosteroids (Joly et al., 2002). 

 Based on numerous studies, adverse effects of oral 
corticosteroids are not detected at low and infrequent dos-
es. Patients treated with oral corticosteroids were evaluat-
ed for risk of bone fractures. Those on medium to high 
doses of prednisone or prednisolone were found to have 
increased risk of fracture. Significantly, the fracture risk 
remained elevated for up to a year after the last dose, indi-
cating that effects of corticosteroids linger even after dis-
continuing drug therapy . Budesonide has a low systemic 
availability, as it is designed for release in the intestine. 
Due to the low systemic concentration, budesonide was 
not associated with increased risk of fracture. Methylpred-
nisolone is generally not used regularly, and as a result, did 
not cause an increased risk of fractures. Likewise, low dos-
es of corticosteroids and doses taken intermittently were 
not associated with increased risk (Vestergaard et al., 
2008). Similarly, short-term use of corticosteroids in 
treating the intense pain of a postdural headache did not 
cause short-term negative effects (Alam et al., 2012). Addi-
tionally, in the study using corticosteroids to treat severe 
sore throat, the corticosteroids did not exacerbate illness. 
Likewise, the use of corticosteroids in croup and mononu-

cleosis did not worsen the infection (Bergeson et al., 2013). 
These studies did not follow up with the patients to see if 
any long-term effect or non-immediate reaction to the cor-
ticosteroid occurred. Additionally, it is possible that corti-
costeroids cause subtle effects that are not detected by 
laboratory means currently available. 

 A low to medium dose of inhaled corticosteroid is 
not likely to cause adverse effects (Kelly, 2009). As an im-
munosuppressant, regular corticosteroid use may nega-
tively impact the immune system’s ability to fight infection. 
Eighty nine patients, with a diagnosis of community-
acquired pneumonia and had previously taken inhaled cor-
ticosteroids, were compared with a control group of 575 
patients, with the same diagnosis who had not taken any 
inhaled corticosteroids. Inhaled corticosteroids are used in 
the control of disorders involving lung inflammation, such 
as asthma and COPD. The corticosteroid inhaler is general-
ly used daily or on a regular basis. The patients, who had 
previously used inhaled corticosteroids, were more likely 
to have an illness caused by an antibacterial resistant mi-
crobe and presented a more critical case of pneumonia 
upon admission. Clinicians measure pneumonia by using 
the Pneumonia Severity Index and Curb-65 scores, which 
measures the likelihood of the pneumonia patient to die 
from their disease within 30 days (Sibila et al., 2013). Simi-
larly, a study of 6874 patients, who had community-
acquired pneumonia, found that inhaled corticosteroid use 
in high-risk patients increased the risk of a repeat incident 
of pneumonia by ninety percent (Eurich et al., 2013). 
Healthcare providers should relay this risk to asthmatic 
patients and instruct the patient, or the patient’s caregiver, 
to seek medical care as soon as they feel symptoms of 
pneumonia. Earlier diagnosis will lead to treatment and a 
better prognosis. 

 Treatment of arthritis using corticosteroids has 
been proven effective. There are negative effects, howev-
er, and a healthcare provider should perform a benefit ver-
sus risk assessment and treat the patient accordingly. Cor-
ticosteroid injections into joints negatively affected chon-
drocytes, in addition to the cartilage damaged by the ar-
thritis. A single dose of methylprednisolone succinate sup-
pressed the expression of type 2 procollagen mRNA and 
decreased the relative percentage of the fibronectin form 
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had a larger percentage of their region at risk affected by a 
myocardial infarction. Other studies have demonstrated 
that corticosteroids given to cardiovascular patients im-
proved short-term survival following a myocardial infarc-
tion. In the experiments using mice, only very high doses 
caused physiological effects, and an established clinical 
dose offered no cardiovascular protection (Hafezi-
Moghdam et al., 2002). 

 Corticosteroids are effective in reducing pain, as 
evidenced by a study comparing the effectiveness of intra-
venous hydrocortisone plus conventional treatment versus 
a placebo and conventional methods at reducing a severe 
postdural puncture headache. The results clearly showed 
the effectiveness of corticosteroids at reducing intense 
pain. Dural puncture is thought to cause a headache by 
causing cerebral spinal fluid leakage and a lessening of the 
fluid cushioning around the brain. The mechanism for the 
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otitis media. Clinicians commonly prescribe ear drops, con-
taining a combination of an antibiotic, such as Augmentin®, 
and a corticosteroid, to treat otitis media with discharge 
(Florea et al., 2006). 
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infantile hemangioma. They suppress vascular endothelial 
growth factor A, thereby inhibiting tumor vasculogenesis 
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evaluated as well.   

Side Effects Common to Corticosteroids 

 The change in proteins produced by a cell exposed 
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en; and the method of introduction in the body. Side 
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the location of application. 

 Skin atrophy is a common effect of corticosteroids 
(Cobman and Wezel, 2006). In a double blind study, twenty 
healthy volunteers applied four different topical cortico-
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weeks. Researchers quantified skin atrophy, using optical 
coherence tomography to measure epidermal thickness, 
and using high frequency ultrasound to measure dermal 
thickness. Additionally, they used a profilometer, an instru-
ment that measures the profile of a given surface, to quan-
tify epidermal roughness. All of the volunteers experienced 
epidermal thinning, demonstrating the frequency of this 
side effect. The epidermis thickened considerably after 
treatment was completed, but three weeks after finishing 
treatment, the epidermis was still measurably thinner than 
it had been before treatment. The subjects were followed 
for only three weeks following steroid use, so the length of 
time for which this effect persisted and the time needed 
for the epidermis to return to its original thickness was not 
determined in the study. The dermis of volunteers thinned 
as well. The dermal thinning, however, was less than that 
of the epidermal thinning. Additionally, three weeks post-
treatment the dermis had almost returned to its original 
thickness. Using the profilometer, areas of corticosteroid 
use had a decreased roughness. The effect of the cortico-
steroid on the skin corresponded with its known potency; 
the more potent corticosteroids caused more significant 
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thinning. Hydrocortisone, a mild corticosteroid, did not 
cause significant atrophy. 

 It is evident from this study that in many cases, the 
skin, particularly the epidermis, is affected by corticoster-
oid use (Cobman and Wezel, 2006). This effect is likely be-
cause corticosteroids directly inhibit genes coding the pro-
tein keratin; these genes are part of the negative GRE. 
Healthcare providers should treat a patient using the least 
potent corticosteroid found to be effective and should 
monitor skin changes in the patient (Cobman and Wezel, 
2006). Similar results were obtained in a study testing the 
effects of corticosteroids on different skin phototypes. An 
additional side effect of corticosteroids was seen in the 
study: changed skin pigmentation (Shlivko et al., 2013). 

The method used to introduce corticosteroids into the 
body influences the side effects experienced by the pa-
tient. The effects of topical corticosteroids are concentrat-
ed and limited to the location of application. Therefore, 
topical corticosteroids may be more effective for treat-
ment of the skin and are known to have a lower toxicity as 
compared to oral corticosteroids (Joly et al., 2002). 

 Based on numerous studies, adverse effects of oral 
corticosteroids are not detected at low and infrequent dos-
es. Patients treated with oral corticosteroids were evaluat-
ed for risk of bone fractures. Those on medium to high 
doses of prednisone or prednisolone were found to have 
increased risk of fracture. Significantly, the fracture risk 
remained elevated for up to a year after the last dose, indi-
cating that effects of corticosteroids linger even after dis-
continuing drug therapy . Budesonide has a low systemic 
availability, as it is designed for release in the intestine. 
Due to the low systemic concentration, budesonide was 
not associated with increased risk of fracture. Methylpred-
nisolone is generally not used regularly, and as a result, did 
not cause an increased risk of fractures. Likewise, low dos-
es of corticosteroids and doses taken intermittently were 
not associated with increased risk (Vestergaard et al., 
2008). Similarly, short-term use of corticosteroids in 
treating the intense pain of a postdural headache did not 
cause short-term negative effects (Alam et al., 2012). Addi-
tionally, in the study using corticosteroids to treat severe 
sore throat, the corticosteroids did not exacerbate illness. 
Likewise, the use of corticosteroids in croup and mononu-

cleosis did not worsen the infection (Bergeson et al., 2013). 
These studies did not follow up with the patients to see if 
any long-term effect or non-immediate reaction to the cor-
ticosteroid occurred. Additionally, it is possible that corti-
costeroids cause subtle effects that are not detected by 
laboratory means currently available. 

 A low to medium dose of inhaled corticosteroid is 
not likely to cause adverse effects (Kelly, 2009). As an im-
munosuppressant, regular corticosteroid use may nega-
tively impact the immune system’s ability to fight infection. 
Eighty nine patients, with a diagnosis of community-
acquired pneumonia and had previously taken inhaled cor-
ticosteroids, were compared with a control group of 575 
patients, with the same diagnosis who had not taken any 
inhaled corticosteroids. Inhaled corticosteroids are used in 
the control of disorders involving lung inflammation, such 
as asthma and COPD. The corticosteroid inhaler is general-
ly used daily or on a regular basis. The patients, who had 
previously used inhaled corticosteroids, were more likely 
to have an illness caused by an antibacterial resistant mi-
crobe and presented a more critical case of pneumonia 
upon admission. Clinicians measure pneumonia by using 
the Pneumonia Severity Index and Curb-65 scores, which 
measures the likelihood of the pneumonia patient to die 
from their disease within 30 days (Sibila et al., 2013). Simi-
larly, a study of 6874 patients, who had community-
acquired pneumonia, found that inhaled corticosteroid use 
in high-risk patients increased the risk of a repeat incident 
of pneumonia by ninety percent (Eurich et al., 2013). 
Healthcare providers should relay this risk to asthmatic 
patients and instruct the patient, or the patient’s caregiver, 
to seek medical care as soon as they feel symptoms of 
pneumonia. Earlier diagnosis will lead to treatment and a 
better prognosis. 

 Treatment of arthritis using corticosteroids has 
been proven effective. There are negative effects, howev-
er, and a healthcare provider should perform a benefit ver-
sus risk assessment and treat the patient accordingly. Cor-
ticosteroid injections into joints negatively affected chon-
drocytes, in addition to the cartilage damaged by the ar-
thritis. A single dose of methylprednisolone succinate sup-
pressed the expression of type 2 procollagen mRNA and 
decreased the relative percentage of the fibronectin form 
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unique to cartilage. Researchers found that injecting the 
recommended dose of methylprednisolone acetate into 
synovial fluid resulted in a high corticosteroid concentra-
tion, that was maintained for a longer period of time, be-
cause the half-life of corticosteroid in synovial fluid is 
found to be 10.3 hours (Fubini et al., 2001). 

Conclusion 

 Corticosteroids are a class of drugs with similarities 
in structure, and they have immunosuppressant and anti-
inflammatory properties with comparable mechanisms. 
Gene expression is affected by corticosteroids, with genes 
coding the glucocorticoid response elements expressed 
more than normal, while other genes coding interleukins 
are inhibited. Various corticosteroids are used in a wide 
variety of disparate pathologies, because of their  
immunosuppressant and anti-inflammatory properties. 
These properties are responsible for the side effects of cor-
ticosteroids, including a decreased immune function and 
changes in cells exposed to high concentrations of  
corticosteroids. Differences in corticosteroid structure in-
fluence bioavailability and affinity to glucocorticoid recep-
tor; both of which are directly related to potency.  
Additionally, the method of introduction of corticosteroid 
into the body, as well as the place of introduction, are ma-
jor determinants of corticosteroid effects. 

 Overall, corticosteroids are an important method 
of treatment for illnesses involving an overactive immune 
system and/or inflammation. However, their use should be 
limited, as much as possible, due to their side effects. Be-
fore prescribing corticosteroids, physicians and other 
healthcare providers should evaluate the patient’s overall 
immune function and assess the need for corticosteroid 
therapy. Healthcare providers should experiment with the 
patient to determine the least potent, lowest dose of corti-
costeroid found to be effective, particularly in patients re-
quiring long-term use. Patients or the primary caregiver, in 
the case of children or the elderly, need to be informed of 
the possible side effects such as increased risk of infection 
and thinning of the skin. Awareness of corticosteroid risk, 
along with monitoring by medical professionals, will likely 
diminish many of the adverse side effects accompanying 
corticosteroid use. 
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Introduction 

 In 1997, twenty one percent of the households in 
America chose to buy grapefruit juice to drink as their 
breakfast beverage. In recent years, the public have real-
ized the importance of including antioxidants in their diets, 
and the choice of grapefruit juice, which contains those 
compounds, reflects that awareness. Several chronic dis-
eases, most importantly cardiovascular disease and some 
cancers, could possibly be prevented by flavenoids and 
other components of grapefruit juice. Additionally, there 
was a study that was done that showed that grapefruit and 
grapefruit juice might promote weight loss (Mertens-
Talcott, et. al. 2006). Due to its possible health benefits, it’s 
hard for many people to believe that grapefruit juice can 
have an adverse effect when taken together with many 
common medications. 

 A drug interaction is a name given to the effect 
that any substance can have when ingested together with 
a medication. The possible effects fall into two categories: 
pharmacokinetics and pharmacodynamics. Pharmacoki-
netics includes changes in absorption, distribution, metab-
olism, and excretion. Pharmacodynamics is the description 
of the relationship between the concentration of the drug 
and its effect (Mertens-Talcott, et. al. 2006). Grapefruit 
juice causes pharmacokinetic interactions. When taken 
together with grapefruit juice, many medications display 

an increased bioavailability (Fuhr, 1998). This leads to un-
desired effects, such as decreased efficiacy or toxicity. In-
creased side effects can occur as well (Mertens-Talcott, et. 
al. 2006). The unpleasantness of toxicity can cause patients 
to stop taking the drugs, and in extreme cases, toxicity can 
even cause death (Bailey, Dresser, 2004). 

 The phenomenon of the grapefruit juice- drug in-
teraction was discovered by chance in 1989. An experi-
ment was being done to determine if there was an interac-
tion between felodipine, a calcium channel antagonist, and 
ethanol. Grapefruit juice was used to mask the taste of the 
ethanol. When the results were analyzed, it was discov-
ered that the concentrations of felodipine were significant-
ly higher than those recorded in other experiments, and 
the subjects had lower blood pressure and higher instanc-
es of unwanted side effects. Further testing was per-
formed to try to discover the cause, and it was found that 
the increased concentration was a result of the grapefruit 
juice. Since then, numerous drugs have been tested, and 
many have been found to interact with grapefruit juice 
(Dahan, Altman, 2004). This research paper will discuss the 
possible mechanisms behind this phenomenon and the 
components of grapefruit juice thought to cause the inter-
action. The effect and clinical relevance of grapefruit juice 
on two classes of cardiovascular medications, calcium 
channel antagonists and HMG-CoA reductase inhibitors, 
will be analyzed, and several ways of avoiding the interac-
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tions will be explored as well. 

Methods 

 Research was done using Touro College’s search 
engines such as ProQuest, and MEDLINE, and most fre-
quently, EBSCO. The method of research included evalu-
ating original studies and peer reviewed articles. Keywords 
such as “grapefruit juice”, “drug interaction”, and specific 
names of drugs were used. 

Mechanisms of Action 

 There are several possible mechanisms that have 
been suggested to explain the interaction. Since the inter-
action only takes place with drugs that are ingested orally, 
the mechanism must occur at some point during the diges-
tion process (Mertens-Talcott, et. al. 2006). 

Cytochrome P-450 3A4 

 Cytochrome P450 is a family of enzymes that is 
responsible for the breakdown and detoxification of, 
among other substances, steroids, environmental carcino-
gens, and drugs (Girennavar, et. al. 2007). Cytochrome P- 
450 3A4 (CYP3A4) specifically is the isoenzyme highly prev-
alent in the human digestive system, found in the small 
intestine and the liver. Drugs that are metabolized by 
CYP3A4 have low oral bioavailability, so only a small 
amount of the total that is ingested enters circulation. Be-
cause of this, larger doses are administered so that enough 
of the drug will be available to cause the desired effect. If 
CYP3A4 is inhibited, greater oral bioavailability results, and 
there is a possibility for undesired effects to occur (Bailey, 
Dresser, 2004). 

 Grapefruit juice has been shown to inhibit CYP3A4 
in in vitro studies. In one study, the enzyme was tested 
with 1%, 10%, and 25% concentrations of different species 
of grapefruit and pummel juices. Significant inhibition was 
observed, especially at concentrations of 10% and 25%. At 
those concentrations, inhibition ranged from 96.69% to 
99.88% (Girennavar, et. al. 2007). In another study that 
used human liver microsomes, inhibition was observed as 
well. (Seden, et. al. 2010) 

 Grapefruit juice has been proven to be an inhibitor 
of CYP3A4 in in vivo studies as well. Diminished CYP3A4 
enzyme presence, but not mRNA, has been observed after 

drinking just one 300 mL glass of grapefruit juice. The de-
creased levels indicate that the inhibition is not competi-
tive in nature.  (Bailey, Dresser, 2004). Additionally, an in-
vestigation that measured CYP3A4 levels after six days of 
drinking grapefruit juice recorded greatly decreased 
amounts of the enzyme but not of the CYP3A4 mRNA 
(Seden, et. al. 2010). Due to these observations, it can be 
assumed that grapefruit juice most likely does not inhibit 
production of the enzyme. Instead, the juice causes de-
struction of the enzyme through suicide or mechanism-
based inhibition. A component of grapefruit juice is 
thought to be converted to a reactive metabolite that 
bonds to CYP3A4 and causes inactivation (Bailey, Dresser, 
2004). 

 If this were the case, synthesis of new enzymes 
would be required for restoration of CYP3A4 activity, which 
explains the prolonged effect that grapefruit juice can 
have. Studies performed with felodipine to determine the 
length of time of the effect grapefruit juice support the 
theory. It was shown that the maximum effect can still be 
observed when the juice is ingested 4 hours before the 
drug is administered, and increased levels of felodipine 
were still recorded when there was a 24 hour interval be-
tween juice and drug intake (Bailey, Dresser, 2004). Recov-
ery times of 72 hours for nisoldipine (Bailey, Dresser, 2004) 
and 74 hours for midazolam (Mertens-Talcott, et. al. 2006) 
have been observed as well. 

 It is interesting to note that the effect of the inter-
action varies widely among individuals. Those with initial 
high CYP3A4 activity have been shown to have greater in-
hibition than those with naturally lower activity of the en-
zyme. Therefore, ingestion of grapefruit juice together 
with an affected drug by these individuals will cause a 
greater increase in drug concentration than would result in 
subjects with low CYP3A4 activity (Mertens-Talcott, et. al. 
2006). 

P-glycoprotein 

 P-glycoprotein is an ATP-dependent drug trans-
porter. It is an efflux pump located in the small intestine, 
liver, kidneys, and at the blood brain barrier. P-
glycoprotein decreases the bioavailability of many drugs by 
limiting the amount absorbed from the intestines (Bailey, 
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America chose to buy grapefruit juice to drink as their 
breakfast beverage. In recent years, the public have real-
ized the importance of including antioxidants in their diets, 
and the choice of grapefruit juice, which contains those 
compounds, reflects that awareness. Several chronic dis-
eases, most importantly cardiovascular disease and some 
cancers, could possibly be prevented by flavenoids and 
other components of grapefruit juice. Additionally, there 
was a study that was done that showed that grapefruit and 
grapefruit juice might promote weight loss (Mertens-
Talcott, et. al. 2006). Due to its possible health benefits, it’s 
hard for many people to believe that grapefruit juice can 
have an adverse effect when taken together with many 
common medications. 

 A drug interaction is a name given to the effect 
that any substance can have when ingested together with 
a medication. The possible effects fall into two categories: 
pharmacokinetics and pharmacodynamics. Pharmacoki-
netics includes changes in absorption, distribution, metab-
olism, and excretion. Pharmacodynamics is the description 
of the relationship between the concentration of the drug 
and its effect (Mertens-Talcott, et. al. 2006). Grapefruit 
juice causes pharmacokinetic interactions. When taken 
together with grapefruit juice, many medications display 

an increased bioavailability (Fuhr, 1998). This leads to un-
desired effects, such as decreased efficiacy or toxicity. In-
creased side effects can occur as well (Mertens-Talcott, et. 
al. 2006). The unpleasantness of toxicity can cause patients 
to stop taking the drugs, and in extreme cases, toxicity can 
even cause death (Bailey, Dresser, 2004). 

 The phenomenon of the grapefruit juice- drug in-
teraction was discovered by chance in 1989. An experi-
ment was being done to determine if there was an interac-
tion between felodipine, a calcium channel antagonist, and 
ethanol. Grapefruit juice was used to mask the taste of the 
ethanol. When the results were analyzed, it was discov-
ered that the concentrations of felodipine were significant-
ly higher than those recorded in other experiments, and 
the subjects had lower blood pressure and higher instanc-
es of unwanted side effects. Further testing was per-
formed to try to discover the cause, and it was found that 
the increased concentration was a result of the grapefruit 
juice. Since then, numerous drugs have been tested, and 
many have been found to interact with grapefruit juice 
(Dahan, Altman, 2004). This research paper will discuss the 
possible mechanisms behind this phenomenon and the 
components of grapefruit juice thought to cause the inter-
action. The effect and clinical relevance of grapefruit juice 
on two classes of cardiovascular medications, calcium 
channel antagonists and HMG-CoA reductase inhibitors, 
will be analyzed, and several ways of avoiding the interac-
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A drug interaction is the effect that a substance can have when taken together with a drug. Grapefruit juice has proven 
to be a source of interaction with many drugs, causing increased bioavailability, leading to possible toxicity and increased 
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tions will be explored as well. 

Methods 

 Research was done using Touro College’s search 
engines such as ProQuest, and MEDLINE, and most fre-
quently, EBSCO. The method of research included evalu-
ating original studies and peer reviewed articles. Keywords 
such as “grapefruit juice”, “drug interaction”, and specific 
names of drugs were used. 

Mechanisms of Action 

 There are several possible mechanisms that have 
been suggested to explain the interaction. Since the inter-
action only takes place with drugs that are ingested orally, 
the mechanism must occur at some point during the diges-
tion process (Mertens-Talcott, et. al. 2006). 

Cytochrome P-450 3A4 

 Cytochrome P450 is a family of enzymes that is 
responsible for the breakdown and detoxification of, 
among other substances, steroids, environmental carcino-
gens, and drugs (Girennavar, et. al. 2007). Cytochrome P- 
450 3A4 (CYP3A4) specifically is the isoenzyme highly prev-
alent in the human digestive system, found in the small 
intestine and the liver. Drugs that are metabolized by 
CYP3A4 have low oral bioavailability, so only a small 
amount of the total that is ingested enters circulation. Be-
cause of this, larger doses are administered so that enough 
of the drug will be available to cause the desired effect. If 
CYP3A4 is inhibited, greater oral bioavailability results, and 
there is a possibility for undesired effects to occur (Bailey, 
Dresser, 2004). 

 Grapefruit juice has been shown to inhibit CYP3A4 
in in vitro studies. In one study, the enzyme was tested 
with 1%, 10%, and 25% concentrations of different species 
of grapefruit and pummel juices. Significant inhibition was 
observed, especially at concentrations of 10% and 25%. At 
those concentrations, inhibition ranged from 96.69% to 
99.88% (Girennavar, et. al. 2007). In another study that 
used human liver microsomes, inhibition was observed as 
well. (Seden, et. al. 2010) 

 Grapefruit juice has been proven to be an inhibitor 
of CYP3A4 in in vivo studies as well. Diminished CYP3A4 
enzyme presence, but not mRNA, has been observed after 

drinking just one 300 mL glass of grapefruit juice. The de-
creased levels indicate that the inhibition is not competi-
tive in nature.  (Bailey, Dresser, 2004). Additionally, an in-
vestigation that measured CYP3A4 levels after six days of 
drinking grapefruit juice recorded greatly decreased 
amounts of the enzyme but not of the CYP3A4 mRNA 
(Seden, et. al. 2010). Due to these observations, it can be 
assumed that grapefruit juice most likely does not inhibit 
production of the enzyme. Instead, the juice causes de-
struction of the enzyme through suicide or mechanism-
based inhibition. A component of grapefruit juice is 
thought to be converted to a reactive metabolite that 
bonds to CYP3A4 and causes inactivation (Bailey, Dresser, 
2004). 

 If this were the case, synthesis of new enzymes 
would be required for restoration of CYP3A4 activity, which 
explains the prolonged effect that grapefruit juice can 
have. Studies performed with felodipine to determine the 
length of time of the effect grapefruit juice support the 
theory. It was shown that the maximum effect can still be 
observed when the juice is ingested 4 hours before the 
drug is administered, and increased levels of felodipine 
were still recorded when there was a 24 hour interval be-
tween juice and drug intake (Bailey, Dresser, 2004). Recov-
ery times of 72 hours for nisoldipine (Bailey, Dresser, 2004) 
and 74 hours for midazolam (Mertens-Talcott, et. al. 2006) 
have been observed as well. 

 It is interesting to note that the effect of the inter-
action varies widely among individuals. Those with initial 
high CYP3A4 activity have been shown to have greater in-
hibition than those with naturally lower activity of the en-
zyme. Therefore, ingestion of grapefruit juice together 
with an affected drug by these individuals will cause a 
greater increase in drug concentration than would result in 
subjects with low CYP3A4 activity (Mertens-Talcott, et. al. 
2006). 

P-glycoprotein 

 P-glycoprotein is an ATP-dependent drug trans-
porter. It is an efflux pump located in the small intestine, 
liver, kidneys, and at the blood brain barrier. P-
glycoprotein decreases the bioavailability of many drugs by 
limiting the amount absorbed from the intestines (Bailey, 
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Dresser, 2004). P-glycoprotein has many substrates, and a 
majority of them overlap with the substrates of CYP3A4. 
(Seden, et. al. 2010) 

 The inhibition of P-glycoprotein by grapefruit juice 
was first demonstrated by the increased uptake of vinblas-
tine into Caco-2 cells. Since vinblastine is a substrate of 
both CYP3A4 and P-glycoprotein, no definite conclusion 
could be drawn regarding the inhibition of P-glycoprotein 
(Mertens-Talcott, et. al. 2006). A study done using human 
renal proximal cells proved that grapefruit juice does in 
fact inhibit P-glycoprotein expression and activity (Romiti, 
et. al. 2004)  Another study investigated P-glycoprotein 
inhibition in Caco-2 cells as well, using colchicine as the 
probe. Grapefruit juice caused increased transport of col-
chicine into the cells. As is the case with vinblastine, colchi-
cine is both a CYP3A4 and a P-glycoprotein substrate, so 
the cause of the increased uptake can’t be credited solely 
to P-glycoprotein inhibition. The same study investigated 
colchicine permeability in the small intestine of rats in situ. 
It was found that grapefruit juice significantly increased the 
permeability of the drug (Dahan, Amidon, 2008). In an ad-
ditional investigation, rats were given talinolol, a substrate 
of P-glycoprotein that does undergo metabolization. Be-
cause of that, there is no potential for the inhibition of 
CYP3A4 to interfere with the results. When given together 
with grapefruit juice, concentrations of talinolol were in-
creased (Bailey, Dresser, 2004). 

 Although the in vitro studies demonstrate that 
there is a possible inhibition of P-glycoprotein by grapefruit 
juice, there have been difficulties in reproducing the 
effects in human trials (Seden, et. al. 2010). Digoxin is an-
other drug that is known to be an unmetabolized substrate 
of P-glycoprotein. The drug did not display a great change 
in bioavailability when administered with grapefruit juice 
as compared to water. But since digoxin has a high bioa-
vailability of 70-80%, it is not expected that inhibition of P-
glycoprotein would drastically change its concentration 
(Bailey, Dresser, 2004). 

 Although research has yet to produce clear proof, 
the above studies demonstrate that there is an interaction 
between grapefruit juice and P-glycoprotein. Further stud-
ies must be done to determine the extent of the inhibition 
and how significantly it affects grapefruit juice-drug inter-

actions. According to the current information, it seems to 
be that the interaction is mainly caused by inhibition of 
CYP3A4, and that inhibition of P-glycoprotein plays a small 
role as well. 

Components of Grapefruit juice Possibly Responsible 

 There are hundreds of chemical components pre-
sent in grapefruit juice. The amounts present in a specific 
juice depend on a variety of factors, including the genetic 
background of the plant, and the conditions during the 
growth, maturity, harvesting and processing of the fruit. 
Most of the constituents are present in other citrus fruits 
as well, but the amounts of the specific ones differ among 
the species. Since juices from numerous sources have dis-
played interactions with drugs, it seems that the compo-
nent or components that cause the interaction are always 
present. Two of the typically present substances, flavo-
noids and furanocoumarins have been presented as the 
most probable sources of the grapefruit juice effect (Fuhr, 
1998). 

Flavonoids 

 The flavonoid naringin is present in much higher 
levels in grapefruit juice than in other citrus fruit juices. 
Naringenin, the active metabolite of naringin, is known to 
be a strong inhibitor of CYP3A4. Several in vitro studies 
have shown that both naringin and naringenin are able to 
inhibit the metabolic process of the drugs tested (Fuhr, 
1998). Additionally, it has been demonstrated that 
naringenin has the ability to inhibit P-glycoprotein in hu-
man renal proximal cells (Romiti, et. al. 2004).   

 Although these trials seem promising, human trials 
have not gotten conclusive results. Studies that gave sub-
jects naringin in the form of capsules or in solution did not 
observe any significant increase in concentrations of the 
drugs that were tested. Furthermore, in a study in which 
naringin was removed from grapefruit juice, CYP3A4 activi-
ty was still inhibited (Fuhr, 1998). 

Furanocoumarins 

 Furanocoumarins are mainly found in the peels of 
grapefruit, but there are significant amounts present in the 
juice as well (Fuhr, 1998). The most abundant, bergamottin 
and its metabolite 6’7’-dihydroxybergamottin (DHB), have 
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been identified as CYP3A4 inhibitors. Several in vitro stud-
ies have proven this. 

 The individual furanocoumarins have been isolated 
and tested in several studies. In one study, DHB, berga-
mottin, paradisin A, bergaptol and geranylcuomarin were 
tested for the extent of the inhibition that they caused. It 
was found that paradisin A was the strongest, followed by 
DHB, then bergamottin, then bergaptol, and finally geranly-
coumarin (Girennavar, et. al. 2007). Although DHB is not 
the strongest, it is the most abundant which is most proba-
bly why the inhibitory effect is generally attributed to its 
presence. In another study, the furanocoumarins were iso-
lated and tested as a whole to determine their overall in-
hibitory capacity. When all were combined, the inhibition 
was similar to that observed with whole grapefruit juice. 
Removing any one of the furanocoumarins from the mix-
ture decreased the inhibition, which presents the possibil-
ity that all of furanocoumarins play a role in the grapefruit 
juice effect (Dahan, Altman, 2004). 

 Further reinforcement of the role of furanocouma-
rins can be seen in studies that evaluated the effect of 
furanocoumarin-free grapefruit juice. In one study, most of 
the furanocoumarins were removed using Aspergillus ni-
ger, a strain of fungus. The altered juice was tested in vitro 
and found to have a reduced inhibitory effect (Myung, et. 
al. 2008). In another study, approximately 99% of the 
furanocoumarins were removed using food grade solvents 
and absorption resins. In vitro, the processed juice did 
cause some inhibition, but to a markedly lesser extent than 
did whole grapefruit juice. The same study performed a 
human trial, using felodipine as the probe. It was found 
that when compared to orange juice, the control, furano-
coumarin-free grapefruit juice had no great effect on the 
pharmacokinetics of the drug. This was the first study to 
show that the grapefruit juice effect can be credited com-
pletely to furanocoumarins (Paine, et. al. 2006). 

Drugs that Exhibit an Interaction 

 The drugs that are affected by grapefruit juice fol-
low a general trend. First of all, because the interaction 
occurs in the gastrointestinal tract, the medication must be 
ingested orally. Second, the drug in question must be ei-
ther metabolized by CYP3A4 or transported by P-

glycoprotein. Finally, since grapefruit juice increases bioa-
vailability, the drug must have a normally low bioavailabil-
ity (Bailey, Dresser, 2004). 

Dihydropyridine Calcium Channel Antagonists 

 Calcium channel antagonists are vasodilators that 
are used to treat hypertension and other cardiovascular 
disorders. Excessive vasodilation can result in headaches, 
swelling of the ankles, and facial flushing. These are not 
serious side effects, but they are unpleasant enough to 
cause patients to stop taking the medication, thus leaving 
their conditions untreated. The more serious side effects 
include severely low blood and pressure myocardial infarc-
tion (Bailey, Dresser, 2004). 

 Felodipine, the drug with which the grapefruit 
juice interaction was first observed, has been studied ex-
tensively. It has an absolute bioavailability of 15% (Bailey, 
Dresser, 2004). Over the course of these studies it has 
been determined that depending on the amount and tim-
ing of the ingestion of grapefruit juice, the concentrations 
of felodipine can increase to between double and triple 
the usual levels. Greater instances of adverse side effects 
were observed as well (Fuhr, 1998). 

 Nifedipine, another calcium channel antagonist 
with low oral bioavailability, has been shown to be affected 
by grapefruit juice as well.  In a single case study on a 50 
year old man, 500 ml of grapefruit juice caused nifedipine 
levels to more than double (Nakagawa, Gotu, 2010). Alt-
hough this was a single case study, and therefore no defi-
nite conclusions can be drawn, the results match those of 
larger studies. In another study, sixteen subjects drank 250 
ml of grapefruit juice. The observed result was much less 
dramatic than that of other studies, but there was an in-
crease in bioavailability. This can possibly be explained by 
the smaller amount of grapefruit juice administered. In 
most other studies, the amount ingested was between 400 
and 500 ml (Odou, et. al. 2005). Other drugs in this class 
that have displayed an interaction are nicardipine, nisodi-
pine, and nitrendipine. The average changes in concentra-
tion for the above range from 1.5 to four times the normal 
amount (Bailey, Dresser, 2004). 

 The final calcium channel antagonist, amlodipine, 
has a high oral bioavailability of between 64% and 80% 
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Dresser, 2004). P-glycoprotein has many substrates, and a 
majority of them overlap with the substrates of CYP3A4. 
(Seden, et. al. 2010) 

 The inhibition of P-glycoprotein by grapefruit juice 
was first demonstrated by the increased uptake of vinblas-
tine into Caco-2 cells. Since vinblastine is a substrate of 
both CYP3A4 and P-glycoprotein, no definite conclusion 
could be drawn regarding the inhibition of P-glycoprotein 
(Mertens-Talcott, et. al. 2006). A study done using human 
renal proximal cells proved that grapefruit juice does in 
fact inhibit P-glycoprotein expression and activity (Romiti, 
et. al. 2004)  Another study investigated P-glycoprotein 
inhibition in Caco-2 cells as well, using colchicine as the 
probe. Grapefruit juice caused increased transport of col-
chicine into the cells. As is the case with vinblastine, colchi-
cine is both a CYP3A4 and a P-glycoprotein substrate, so 
the cause of the increased uptake can’t be credited solely 
to P-glycoprotein inhibition. The same study investigated 
colchicine permeability in the small intestine of rats in situ. 
It was found that grapefruit juice significantly increased the 
permeability of the drug (Dahan, Amidon, 2008). In an ad-
ditional investigation, rats were given talinolol, a substrate 
of P-glycoprotein that does undergo metabolization. Be-
cause of that, there is no potential for the inhibition of 
CYP3A4 to interfere with the results. When given together 
with grapefruit juice, concentrations of talinolol were in-
creased (Bailey, Dresser, 2004). 

 Although the in vitro studies demonstrate that 
there is a possible inhibition of P-glycoprotein by grapefruit 
juice, there have been difficulties in reproducing the 
effects in human trials (Seden, et. al. 2010). Digoxin is an-
other drug that is known to be an unmetabolized substrate 
of P-glycoprotein. The drug did not display a great change 
in bioavailability when administered with grapefruit juice 
as compared to water. But since digoxin has a high bioa-
vailability of 70-80%, it is not expected that inhibition of P-
glycoprotein would drastically change its concentration 
(Bailey, Dresser, 2004). 

 Although research has yet to produce clear proof, 
the above studies demonstrate that there is an interaction 
between grapefruit juice and P-glycoprotein. Further stud-
ies must be done to determine the extent of the inhibition 
and how significantly it affects grapefruit juice-drug inter-

actions. According to the current information, it seems to 
be that the interaction is mainly caused by inhibition of 
CYP3A4, and that inhibition of P-glycoprotein plays a small 
role as well. 

Components of Grapefruit juice Possibly Responsible 

 There are hundreds of chemical components pre-
sent in grapefruit juice. The amounts present in a specific 
juice depend on a variety of factors, including the genetic 
background of the plant, and the conditions during the 
growth, maturity, harvesting and processing of the fruit. 
Most of the constituents are present in other citrus fruits 
as well, but the amounts of the specific ones differ among 
the species. Since juices from numerous sources have dis-
played interactions with drugs, it seems that the compo-
nent or components that cause the interaction are always 
present. Two of the typically present substances, flavo-
noids and furanocoumarins have been presented as the 
most probable sources of the grapefruit juice effect (Fuhr, 
1998). 

Flavonoids 

 The flavonoid naringin is present in much higher 
levels in grapefruit juice than in other citrus fruit juices. 
Naringenin, the active metabolite of naringin, is known to 
be a strong inhibitor of CYP3A4. Several in vitro studies 
have shown that both naringin and naringenin are able to 
inhibit the metabolic process of the drugs tested (Fuhr, 
1998). Additionally, it has been demonstrated that 
naringenin has the ability to inhibit P-glycoprotein in hu-
man renal proximal cells (Romiti, et. al. 2004).   

 Although these trials seem promising, human trials 
have not gotten conclusive results. Studies that gave sub-
jects naringin in the form of capsules or in solution did not 
observe any significant increase in concentrations of the 
drugs that were tested. Furthermore, in a study in which 
naringin was removed from grapefruit juice, CYP3A4 activi-
ty was still inhibited (Fuhr, 1998). 

Furanocoumarins 

 Furanocoumarins are mainly found in the peels of 
grapefruit, but there are significant amounts present in the 
juice as well (Fuhr, 1998). The most abundant, bergamottin 
and its metabolite 6’7’-dihydroxybergamottin (DHB), have 
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been identified as CYP3A4 inhibitors. Several in vitro stud-
ies have proven this. 

 The individual furanocoumarins have been isolated 
and tested in several studies. In one study, DHB, berga-
mottin, paradisin A, bergaptol and geranylcuomarin were 
tested for the extent of the inhibition that they caused. It 
was found that paradisin A was the strongest, followed by 
DHB, then bergamottin, then bergaptol, and finally geranly-
coumarin (Girennavar, et. al. 2007). Although DHB is not 
the strongest, it is the most abundant which is most proba-
bly why the inhibitory effect is generally attributed to its 
presence. In another study, the furanocoumarins were iso-
lated and tested as a whole to determine their overall in-
hibitory capacity. When all were combined, the inhibition 
was similar to that observed with whole grapefruit juice. 
Removing any one of the furanocoumarins from the mix-
ture decreased the inhibition, which presents the possibil-
ity that all of furanocoumarins play a role in the grapefruit 
juice effect (Dahan, Altman, 2004). 

 Further reinforcement of the role of furanocouma-
rins can be seen in studies that evaluated the effect of 
furanocoumarin-free grapefruit juice. In one study, most of 
the furanocoumarins were removed using Aspergillus ni-
ger, a strain of fungus. The altered juice was tested in vitro 
and found to have a reduced inhibitory effect (Myung, et. 
al. 2008). In another study, approximately 99% of the 
furanocoumarins were removed using food grade solvents 
and absorption resins. In vitro, the processed juice did 
cause some inhibition, but to a markedly lesser extent than 
did whole grapefruit juice. The same study performed a 
human trial, using felodipine as the probe. It was found 
that when compared to orange juice, the control, furano-
coumarin-free grapefruit juice had no great effect on the 
pharmacokinetics of the drug. This was the first study to 
show that the grapefruit juice effect can be credited com-
pletely to furanocoumarins (Paine, et. al. 2006). 

Drugs that Exhibit an Interaction 

 The drugs that are affected by grapefruit juice fol-
low a general trend. First of all, because the interaction 
occurs in the gastrointestinal tract, the medication must be 
ingested orally. Second, the drug in question must be ei-
ther metabolized by CYP3A4 or transported by P-

glycoprotein. Finally, since grapefruit juice increases bioa-
vailability, the drug must have a normally low bioavailabil-
ity (Bailey, Dresser, 2004). 

Dihydropyridine Calcium Channel Antagonists 

 Calcium channel antagonists are vasodilators that 
are used to treat hypertension and other cardiovascular 
disorders. Excessive vasodilation can result in headaches, 
swelling of the ankles, and facial flushing. These are not 
serious side effects, but they are unpleasant enough to 
cause patients to stop taking the medication, thus leaving 
their conditions untreated. The more serious side effects 
include severely low blood and pressure myocardial infarc-
tion (Bailey, Dresser, 2004). 

 Felodipine, the drug with which the grapefruit 
juice interaction was first observed, has been studied ex-
tensively. It has an absolute bioavailability of 15% (Bailey, 
Dresser, 2004). Over the course of these studies it has 
been determined that depending on the amount and tim-
ing of the ingestion of grapefruit juice, the concentrations 
of felodipine can increase to between double and triple 
the usual levels. Greater instances of adverse side effects 
were observed as well (Fuhr, 1998). 

 Nifedipine, another calcium channel antagonist 
with low oral bioavailability, has been shown to be affected 
by grapefruit juice as well.  In a single case study on a 50 
year old man, 500 ml of grapefruit juice caused nifedipine 
levels to more than double (Nakagawa, Gotu, 2010). Alt-
hough this was a single case study, and therefore no defi-
nite conclusions can be drawn, the results match those of 
larger studies. In another study, sixteen subjects drank 250 
ml of grapefruit juice. The observed result was much less 
dramatic than that of other studies, but there was an in-
crease in bioavailability. This can possibly be explained by 
the smaller amount of grapefruit juice administered. In 
most other studies, the amount ingested was between 400 
and 500 ml (Odou, et. al. 2005). Other drugs in this class 
that have displayed an interaction are nicardipine, nisodi-
pine, and nitrendipine. The average changes in concentra-
tion for the above range from 1.5 to four times the normal 
amount (Bailey, Dresser, 2004). 

 The final calcium channel antagonist, amlodipine, 
has a high oral bioavailability of between 64% and 80% 
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(Seden, et. al. 2010). Because of this, it is not expected to 
interact with grapefruit juice, and studies support this hy-
pothesis. In the same single case study discussed previous-
ly, grapefruit juice did not affect the plasma concentration 
of the drug (Nakagawa, Gotu 2010). In a study performed 
using twenty volunteers, 240 ml of grapefruit juice was 
ingested together with the amlodipine, and an additional 
200 ml was taken each day for 8 days following drug ad-
ministration. Bioavailability was not altered significantly 
(Vincent, et. al. 2000). 

HMG-CoA Reductase Inhibitors 

 HMG-CoA reductase inhibitors, commonly known 
as statins, are used to lower cholesterol. They have the 
potential to cause serious toxicity. Side effects range from 
diffuse myalgia, or muscle pain, to rhabdomyolysis, which 
is severe skeletal muscle degeneration. Acute renal failure 
is a possibility as well (Bailey, Dresser, 2004). 

 Simvastatin, lovastatin, and atorvastatin are all 
metabolized by CYP3A4 and therefore have low bioavaila-
bility. Simvastatin and lovastatin are inactive forms that are 
converted to their active acid forms by esterases. Before 
the conversion, they are extensively metabolized by 
CYP3A4, resulting in a bioavailability of approximately 5% 
(Bailey, Dresser, 2004). In one study, ten volunteers ingest-
ed 200 ml of grapefruit juice for two days before and then 
together with a dose of simvastatin. The average increase 
in concentration was 3.6 times greater than that observed 
with water (Lilja, et. al. 2004). In other studies that tested 
simvastatin and lovastatin, the average increase was 15-
fold the normal (Bailey, Dresser, 2004). 

 Atorvastatin has a bioavailability of 12%. In a study 
using eight subjects, grapefruit juice was ingested for three 
days before and concomitantly with atorvastatin. Juice was 
also administered 4 and 12 hours after drug intake. Con-
centrations increased between 1.5 and 1.7-fold (Ando, et. 
al. 2005). In another study that surveyed twenty subjects, 
grapefruit juice was consumed at regular intervals before, 
during and after administration of atorvastatin. The aver-
age increase that was observed was 83% (Fukazawa, et. al. 
2003). Finally, a much larger study was performed using 
130 subjects. Patients drank grapefruit daily for ninety days 
together with their medication, and there was a small but 

still statistically significant increase in concentrations 
(Reddy, et. al. 2011). 

 Pitavastatin, a synthetic statin, has a bioavailability 
of 60% (Ando, et. al. 2005). It is metabolized not by 
CYP3A4, but by CYP2C9, and to some extent by CYP2C8 
(Seden, et. al. 2010). In the study that surveyed the effects 
of grapefruit juice on atorvastatin in eight subjects, 
pitavastatin was tested as well. It was found that the juice 
only slightly increased concentrations of pitavastatin in the 
blood (Ando, et. al. 2005). 

 Like pitavastain, pravastatin is not metabolized by 
CYP3A4. Pravastatin was surveyed in the second study de-
scribed for atorvastatin that tested twenty subjects. No 
significant effects were recorded (Fukazawa, et. al. 2003). 
Two other statins, fluvastatin and rosuvastatin, have not 
yet been tested (Seden, et. al. 2010). But fluvastatin is a 
CYP2C9 substrate, and rosuvastatin appears not to be a 
substrate of either CYP3A4 or P-glycoprotein, so no inter-
actions are predicted (Bailey, Dresser, 2004). 

How to Avoid the Interaction 

 The simplest way to avoid the interaction would be 
to abstain from drinking grapefruit juice while undergoing 
treatment with a drug that is known to, or has been pre-
dicted to, interact with grapefruit juice. If the patient has 
no interest in giving up the juice, the next best solution 
would be to select one of the drugs that have been proven 
to have no interaction with the juice. However, if that spe-
cific drug is required, and changing to a non-interacting 
medication is impossible, there are several methods that 
might limit the possibility of an interaction occurring. 

 As it has been proven that furanocoumarins are 
the cause of the grapefruit juice-drug interaction, the ideal 
way to minimize the possibility of an interaction occurring 
is to limit exposure to furanocoumarins. Below are several 
possible ways in which the levels of furanocoumarins can 
be reduced. 

Harvest Factors and Different Species of Grapefruit 

 It has been proven that the maturity, location, pro-
cessing, and storage of grapefruits and grapefruit juice 
affects the levels of furanocoumarins present in the final 
ingested product. Furanocoumarins are molecules that are 

Rebecca Leitner 

51 

 

produced in times of stress so there are many factors that 
affect their levels. It was found that furanocoumarin levels 
are highest at the beginning of season, and that they de-
crease throughout the season. In evaluating location, it 
was discovered that in general, grapefruits grown in Florida 
and California had higher levels than grapefruits grown in 
Texas. Hand squeezing versus commercial processing tests 
revealed that levels were higher in hand squeezed juice. 
Post-harvest, furanocoumarin levels were lowered when 
stored at both 24 and 9°C. Finally, levels were evaluated in 
processed juice stored in three different types of contain-
ers: cans, cardboard bottles, and cartons. All displayed a 
decrease in levels over time, but the cartons contained the 
highest levels of furanocoumarins (Girennavar, et. al. 
2008). Based on these findings, those who would like to 
drink grapefruit juice and minimize the possibility for an 
interaction should choose commercially processed juice 
stored in cans or bottles, and made from organic grape-
fruits grown in Texas that were harvested late in the sea-
son. 

Furanocoumarin-Free Grapefruit Juice 

 Furanocoumarins have been extracted from grape-
fruit juice for studies, but commercial furanocoumarin-free 
juice has not been developed. Based on the studies, there 
are two possible ways to extract them. In one study, the 
fungi Aspergillus niger was incubated with grapefruit juice. 
The fungus was able to absorb most of the non-polar 
furanocoumarins, but not the polar ones, and not the fla-
vonoids. The juice was then tested on CYP3A4, and it was 
found that inhibition of the enzyme was significantly re-
duced. This method still needs further development 
though, because the strain of fungus that was used could 
produce toxins. For the removal of furanocoumarins from 
grapefruit juice by fungus to become possible commercial-
ly, a method employing food-grade, edible fungi must be 
developed (Myung, et. al. 2008). In another study, furano-
coumarin-free grapefruit juice was created using food-
grade solvents and absorption resins. 99% of the furano-
coumarins were able to be removed. When tested in a hu-
man trial, the juice had no effect on the concentrations of 
felodipine (Paine, et. al. 2006). 

 

Conclusion 

 As seen in the above studies, grapefruit juice has 
the potential to interact with many drugs. Any medication 
that is either a substrate of CYP3A4 or transported by P-
glycoprotein can possibly be affected when taken together 
with grapefruit juice.  The components in the juice that are 
responsible for the interaction are the furanocoumarins, 
which bind to and inactivate CYP3A4 and P-glycoprotein. 
Avoidance of the interaction is best accomplished by not 
drinking grapefruit juice, or selecting a drug that is known 
not to interact. If such actions are not possible, juice that 
was processed so as to minimize furanocoumarins might 
be a possibility, and there is a chance that furanocoumarin-
free grapefruit juice will be developed sometime in the 
future. 

 Since there are so many drugs that have the possi-
bility of interaction, it is important to simply be aware of 
this phenomenon. Patients must know to let their doctors 
know if they drink grapefruit juice habitually and to ask if 
any medications that they are on can interact. Unless it has 
been proved that there is no possibility of a reaction, any 
drug that might interact based on the method in which it’s 
metabolized should be treated as if it is privy to the grape-
fruit juice-drug interaction. 
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(Seden, et. al. 2010). Because of this, it is not expected to 
interact with grapefruit juice, and studies support this hy-
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still statistically significant increase in concentrations 
(Reddy, et. al. 2011). 
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substrate of either CYP3A4 or P-glycoprotein, so no inter-
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would be to select one of the drugs that have been proven 
to have no interaction with the juice. However, if that spe-
cific drug is required, and changing to a non-interacting 
medication is impossible, there are several methods that 
might limit the possibility of an interaction occurring. 

 As it has been proven that furanocoumarins are 
the cause of the grapefruit juice-drug interaction, the ideal 
way to minimize the possibility of an interaction occurring 
is to limit exposure to furanocoumarins. Below are several 
possible ways in which the levels of furanocoumarins can 
be reduced. 

Harvest Factors and Different Species of Grapefruit 

 It has been proven that the maturity, location, pro-
cessing, and storage of grapefruits and grapefruit juice 
affects the levels of furanocoumarins present in the final 
ingested product. Furanocoumarins are molecules that are 
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produced in times of stress so there are many factors that 
affect their levels. It was found that furanocoumarin levels 
are highest at the beginning of season, and that they de-
crease throughout the season. In evaluating location, it 
was discovered that in general, grapefruits grown in Florida 
and California had higher levels than grapefruits grown in 
Texas. Hand squeezing versus commercial processing tests 
revealed that levels were higher in hand squeezed juice. 
Post-harvest, furanocoumarin levels were lowered when 
stored at both 24 and 9°C. Finally, levels were evaluated in 
processed juice stored in three different types of contain-
ers: cans, cardboard bottles, and cartons. All displayed a 
decrease in levels over time, but the cartons contained the 
highest levels of furanocoumarins (Girennavar, et. al. 
2008). Based on these findings, those who would like to 
drink grapefruit juice and minimize the possibility for an 
interaction should choose commercially processed juice 
stored in cans or bottles, and made from organic grape-
fruits grown in Texas that were harvested late in the sea-
son. 

Furanocoumarin-Free Grapefruit Juice 

 Furanocoumarins have been extracted from grape-
fruit juice for studies, but commercial furanocoumarin-free 
juice has not been developed. Based on the studies, there 
are two possible ways to extract them. In one study, the 
fungi Aspergillus niger was incubated with grapefruit juice. 
The fungus was able to absorb most of the non-polar 
furanocoumarins, but not the polar ones, and not the fla-
vonoids. The juice was then tested on CYP3A4, and it was 
found that inhibition of the enzyme was significantly re-
duced. This method still needs further development 
though, because the strain of fungus that was used could 
produce toxins. For the removal of furanocoumarins from 
grapefruit juice by fungus to become possible commercial-
ly, a method employing food-grade, edible fungi must be 
developed (Myung, et. al. 2008). In another study, furano-
coumarin-free grapefruit juice was created using food-
grade solvents and absorption resins. 99% of the furano-
coumarins were able to be removed. When tested in a hu-
man trial, the juice had no effect on the concentrations of 
felodipine (Paine, et. al. 2006). 

 

Conclusion 

 As seen in the above studies, grapefruit juice has 
the potential to interact with many drugs. Any medication 
that is either a substrate of CYP3A4 or transported by P-
glycoprotein can possibly be affected when taken together 
with grapefruit juice.  The components in the juice that are 
responsible for the interaction are the furanocoumarins, 
which bind to and inactivate CYP3A4 and P-glycoprotein. 
Avoidance of the interaction is best accomplished by not 
drinking grapefruit juice, or selecting a drug that is known 
not to interact. If such actions are not possible, juice that 
was processed so as to minimize furanocoumarins might 
be a possibility, and there is a chance that furanocoumarin-
free grapefruit juice will be developed sometime in the 
future. 

 Since there are so many drugs that have the possi-
bility of interaction, it is important to simply be aware of 
this phenomenon. Patients must know to let their doctors 
know if they drink grapefruit juice habitually and to ask if 
any medications that they are on can interact. Unless it has 
been proved that there is no possibility of a reaction, any 
drug that might interact based on the method in which it’s 
metabolized should be treated as if it is privy to the grape-
fruit juice-drug interaction. 
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Introduction 

 The Center for Disease Control   claims that fluori-
dating the water is one of the greatest achievements in the 
twentieth century in terms of preventing disease (CDC, 
1999). In fact, it is estimated that by 2005 60% of the coun-
try already had access to fluoridated water (Kauffman, 
2005). The supposed benefit is that fluoride help reduce 
dental caries. While the exact mechanism is not fully un-
derstood there is a prevailing theory as to why it does 
work. Indeed, it has been noticed that since the induction 
of fluoride to water supplies worldwide there has been a 
downward trend in cavities (Jones, et al. 2005).  However, 
fluoride use is synonymous with fluorosis, the discoloration 
of teeth. While this isn’t a significant health risk, it is un-
sightly and can make the child feel uncomfortable. Cur-
rently, there is limited treatment available for fluorotic 
teeth ranging from bleaching to crown restoration 
(Sherwood, 2010). It remains to be seen if fluoridation of 
the water is the optimal method for delivering fluoride to 
our children. In fact, given the widespread dissemination of 
fluoridated products there are other methods to ensure 
that children have adequate fluoride intake.  By examining 
the data and studying trends   associated with fluoride use 
both in water and as a supplement, scientists can use the 
resulting information to suggest necessary changes in the 
child’s fluoride intake and modify their diet to achieve the 
maximized benefit from fluoride intake. 

Method 

 In conducting this research Touro’s online library, 
and the publications it is affiliated with, specifically Pub-
med were searched. In addition, Google Scholar and online 
search engines as well as the resources available at the 
public library and its computer access to various online 
journals were utilized. 

Discussion 

Dental Caries 

 Dental caries, is the most common infectious dis-
ease affecting children, both in developed and third world 
countries (Colak, et. Al. 2013). They are formed primarily in 
pits and fissure where bacteria cling and metabolize sug-
ars . The tooth is composed of two sections , the crown 
which is the exposed section, and the root which goes 
down and is embedded in the bone. The outermost layer 
of the crown is enamel which is comprised primarily of 
hard tightly packed rods of hydroxyapatite (Ca10(OH)2PO4)

6) . The saliva in the mouth greatly aids in biofilm formation 
and allows various bacteria to colonize the tooth (Talaro, 
2009). In fact, there is a diverse population of bacteria that 
inhabit the mouth estimated to be up to 300 different spe-
cies (Loesche, 1986). When carbohydrates are consumed 
and broken down in the mouth by salivary enzymes into 
sugar components, oral bacteria will metabolize them and 
produce acid as a by-product. Current research suggests 
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Introduction 

 The Center for Disease Control   claims that fluori-
dating the water is one of the greatest achievements in the 
twentieth century in terms of preventing disease (CDC, 
1999). In fact, it is estimated that by 2005 60% of the coun-
try already had access to fluoridated water (Kauffman, 
2005). The supposed benefit is that fluoride help reduce 
dental caries. While the exact mechanism is not fully un-
derstood there is a prevailing theory as to why it does 
work. Indeed, it has been noticed that since the induction 
of fluoride to water supplies worldwide there has been a 
downward trend in cavities (Jones, et al. 2005).  However, 
fluoride use is synonymous with fluorosis, the discoloration 
of teeth. While this isn’t a significant health risk, it is un-
sightly and can make the child feel uncomfortable. Cur-
rently, there is limited treatment available for fluorotic 
teeth ranging from bleaching to crown restoration 
(Sherwood, 2010). It remains to be seen if fluoridation of 
the water is the optimal method for delivering fluoride to 
our children. In fact, given the widespread dissemination of 
fluoridated products there are other methods to ensure 
that children have adequate fluoride intake.  By examining 
the data and studying trends   associated with fluoride use 
both in water and as a supplement, scientists can use the 
resulting information to suggest necessary changes in the 
child’s fluoride intake and modify their diet to achieve the 
maximized benefit from fluoride intake. 

Method 

 In conducting this research Touro’s online library, 
and the publications it is affiliated with, specifically Pub-
med were searched. In addition, Google Scholar and online 
search engines as well as the resources available at the 
public library and its computer access to various online 
journals were utilized. 

Discussion 

Dental Caries 

 Dental caries, is the most common infectious dis-
ease affecting children, both in developed and third world 
countries (Colak, et. Al. 2013). They are formed primarily in 
pits and fissure where bacteria cling and metabolize sug-
ars . The tooth is composed of two sections , the crown 
which is the exposed section, and the root which goes 
down and is embedded in the bone. The outermost layer 
of the crown is enamel which is comprised primarily of 
hard tightly packed rods of hydroxyapatite (Ca10(OH)2PO4)

6) . The saliva in the mouth greatly aids in biofilm formation 
and allows various bacteria to colonize the tooth (Talaro, 
2009). In fact, there is a diverse population of bacteria that 
inhabit the mouth estimated to be up to 300 different spe-
cies (Loesche, 1986). When carbohydrates are consumed 
and broken down in the mouth by salivary enzymes into 
sugar components, oral bacteria will metabolize them and 
produce acid as a by-product. Current research suggests 
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that S. mutans are the primary bacteria responsible for 
dental caries formation (Loesche, 1986) . As sugars are 
broken down in the mouth and acids are produced, the pH 
gets lowered and shifts the optimal conditions for bacterial 
growth in favor of these bacteria. Consequently, their met-
abolic activity will increase and produce even more acid 
while stunting other bacterial growth which don’t produce 
as much acid and prefer more basic conditions. This will 
lead to significant acid buildup in the mouth.  Caries are 
then formed over time by the acid in the mouth tunneling 
into the enamel layer through demineralization. If it is left 
untreated it can tunnel into the dentin layer and cause se-
rious disease (Talaro, 2009).While it is known that teeth 
undergo a continuous process of mineralization and de-
mineralization, it is the disturbance of this equilibrium  in 
favor of increased demineralization that causes dental car-
ies (Marsh, 1994) 

History of Flouride 

 The cariostatic of fluoride was discovered by 
in  1901 by Dr. Frederick McKay (NIH, 2014) in Colorado 
Springs, CO when he moved there to open a dental prac-
tice. As soon as he got there he saw that ninety percent of 
the children had  dark spots on their teeth. The locals told 
him that they suspected that there was something in their 
diet that contributed to this interesting phenomenon. Alt-
hough this claim sounded preposterous to him he was in-
trigued and started doing research to uncover what was 
causing what was dubbed as the Colorado Brown Stain, 
which until then was unreported in medical literature. In 
1909 dental researcher Dr. G.V. Black went to Colorado to 
help investigate the cause of this discoloration. He then 
discovered two interesting facts. First of all this discolora-
tion was only an issue in children,  meaning that those 
adults whose teeth calcified without discoloration weren’t 
at any risk at all and secondly, that there was little preva-
lence of dental caries within the population of Colorado 
Springs (NIH, 2014). 

 In 1923 Dr. Mckay went to Oakley, Idaho where he 
heard that the children there suffered as well from tooth 
discoloration. He suspected that the water was causing this 
discoloration . Amazingly, when the water supply 
was  rerouted  the discoloration stopped. This convinced 
Dr. Mckay that somehow, the water is responsible for the 

discoloration of teeth. A similar phenomenon was noted in 
Bauxite, Arkansas where discolored  teeth were prevalent 
in children, yet in other towns a mere few miles away their 
teeth were normal. 

 This was of great scientific significance as many 
companies had toxic fluoride waste that they had to get rid 
of and used this substantiation to dump their fluoride, al-
beit treated , into public water. Furthermore, this initial 
validation of the benefits of fluoride is still used today. 
However, there is much worldwide opposition to fluori-
dating water from a dental perspective and general health 
as well  (Bryson, 2004). 

Cariostatic Mechanism of Fluoride 

 How does fluoride work to prevent cavities from 
forming? We must consider this question form two angles, 
namely, does it work in pre or post eruptive teeth? Fur-
thermore, what is the pharmacological effect of fluoride on 
developing teeth. 

 Rosin-Grget ,et. al. concluded that the mechanism 
of fluoride is more preventative in nature in mature teeth 
than pre eruptive ones where fluoride changes the crystal-
line structure and reduces the formation of dental caries 
(Rosin-Grget, et. al. 2013). They quote a  study 
from  LeGeros  investigating enamel structure in deciduous 
teeth where prenatal fluoride supplements were adminis-
tered  They found that there is less acid etching, higher 
mineral, and more organized crystalline structures with 
smaller prisms in the teeth. He concluded that this makes 
the enamel more perfect and as a result less acid soluble . 
However  Rosin-Grget et al. (2013) refuted this claim be-
cause in vitro studies show the effect of fluoride 
on  enamel solubility is minor and it is unlikely that the pre 
eruptive effect of incorporating fluoride will have any sig-
nificant contribution, if any, in the reduction of caries.   

 An interesting study was done to determine the in 
situ effect of bacteria on shark teeth. Shark teeth ,unlike 
human teeth,  are naturally high in fluoride and composed 
almost exclusively of fluorapaptite (Ca5(PO4)6F2) . They 
placed orthodontic bands with 0.2%  NaF  solution on both 
sets of teeth which will allow biofilm growth and found the 
plaque accumulation to be almost identical in both sam-
ples. They  concluded  that the effect of fluoride is influ-
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enced primarily by topical, post eruptive effects. However, 
when treating both sets of teeth with fluoride rins-
es  plaque growth was inhibited (Ogaard, et. al. 1991). We 
clearly see that the effects of fluoride is topical. 

 Rosin- Grget et al. proposed that the mechanism 
of action for fluoride is twofold. When fluoride is intro-
duced into the mouth topically it forms a covering over the 
teeth in the form of Calcium Fluoride. This  will inhibit acid 
demineralization by secreting fluoride ions which neutral-
ize the acid.  Since teeth also undergo a constant minerali-
zation/ demineralization process, the fluoride will be incor-
porated into the crystalline structures. Normally, the main 
component of teeth is hydroxyapatite crystals (Ca5(PO4)
6OH2), however fluoride will be exchanged in place of 
some of the hydroxyl groups and form fluorapatite (Ca5
(PO4)6F2) which is more resistant to acid breakdown. This 
is because when acid breaks down the fluorapatite crystal-
line structures it will release the free fluoride ions which 
then work similarly to topical fluoride. So while fluoride is 
important from a remineralization point of view, its effica-
cy is based on its ability to form crystals which won’t dis-
solve quickly, thereby inhibiting  enamel demineralization. 
Therefore ,  a constant low level of fluoride ions in saliva 
reduces the rates of enamel demineralisation during the 
caries process  and enhances the remineralisation of 
enamel. 

 Some have suggested  that  fluoride in the form of 
HF will affect the bacteria at the metabolic level but fur-
ther research is necessary to substantiate this claim (Rosin-
Grget, Peros, Sutej, & Basic, 2013). However , if this is true 
that fluoride disrupts bacterial metabolic activity, there is 
cause for concern that it may alter the body’s normal flora 
equilibrium (Bryson, 2004) 

Fluorosis 

 Fluorosis is defined as the discoloration of teeth 
due excess fluoride. The initial discovery of the efficacy of 
fluoride was through the discoloration of children’s teeth. 
After McKay’s initial work, The National Institute of 
Health  dental department, headed by Dr. H.Trendely 
Dean, began investigating  acceptable levels of fluoride in 
water supply systems that won’t cause fluorosis (NIH, 
2014). Interestingly enough, Dean was originally a strong 

opponent of fluoridating water for this very reason but 
later after being promoted to head the NIH he changed his 
mind. This led  critics to question whether there was any 
reason to believe in the safety of fluoride or if Dean 
changed his mind for unknown reasons (Kauffman, 
2005).  After performing various tests he discovered that 
fluoride levels up to 1.0 ppm won’t causes severe fluorosis 
in most people and only mild fluorosis in many (Science, 
1993).  Furthermore he compiled an index, famously 
known as Dean’s index which measures fluorosis severity 
levels and is still used today (Table 1 ). These guidelines are 
defined by taking the two most discolored teeth and then 
classifying the tooth in its entirety , not just the discolored 
spots (Science, 1993) 

 

Table 1: Fluorosis classifications. Based on information ob-
tained from the National Institute of Science (Science, Health 
Effects of Ingested Fluoride, 1993)  

Classification Fluorosis Symptoms 

Normal Clear white surface 

Questionable 
Small white flecks where fluorosis 

isn’t clear. 

Very Mild 
Small white flecks that occupy up 

to 25% of the tooth 

Mild 
White opaque spots are clearly 

noticeable but don’t occupy 50% 
of the tooth 

Moderate 
All surface of the tooth are  

affected and brown spots are  
sometimes apparent 

Severe 

The general structure of the tooth 
is affected and the tooth can  

corrode. It is marked by brown 
splotches  
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that S. mutans are the primary bacteria responsible for 
dental caries formation (Loesche, 1986) . As sugars are 
broken down in the mouth and acids are produced, the pH 
gets lowered and shifts the optimal conditions for bacterial 
growth in favor of these bacteria. Consequently, their met-
abolic activity will increase and produce even more acid 
while stunting other bacterial growth which don’t produce 
as much acid and prefer more basic conditions. This will 
lead to significant acid buildup in the mouth.  Caries are 
then formed over time by the acid in the mouth tunneling 
into the enamel layer through demineralization. If it is left 
untreated it can tunnel into the dentin layer and cause se-
rious disease (Talaro, 2009).While it is known that teeth 
undergo a continuous process of mineralization and de-
mineralization, it is the disturbance of this equilibrium  in 
favor of increased demineralization that causes dental car-
ies (Marsh, 1994) 

History of Flouride 

 The cariostatic of fluoride was discovered by 
in  1901 by Dr. Frederick McKay (NIH, 2014) in Colorado 
Springs, CO when he moved there to open a dental prac-
tice. As soon as he got there he saw that ninety percent of 
the children had  dark spots on their teeth. The locals told 
him that they suspected that there was something in their 
diet that contributed to this interesting phenomenon. Alt-
hough this claim sounded preposterous to him he was in-
trigued and started doing research to uncover what was 
causing what was dubbed as the Colorado Brown Stain, 
which until then was unreported in medical literature. In 
1909 dental researcher Dr. G.V. Black went to Colorado to 
help investigate the cause of this discoloration. He then 
discovered two interesting facts. First of all this discolora-
tion was only an issue in children,  meaning that those 
adults whose teeth calcified without discoloration weren’t 
at any risk at all and secondly, that there was little preva-
lence of dental caries within the population of Colorado 
Springs (NIH, 2014). 

 In 1923 Dr. Mckay went to Oakley, Idaho where he 
heard that the children there suffered as well from tooth 
discoloration. He suspected that the water was causing this 
discoloration . Amazingly, when the water supply 
was  rerouted  the discoloration stopped. This convinced 
Dr. Mckay that somehow, the water is responsible for the 

discoloration of teeth. A similar phenomenon was noted in 
Bauxite, Arkansas where discolored  teeth were prevalent 
in children, yet in other towns a mere few miles away their 
teeth were normal. 

 This was of great scientific significance as many 
companies had toxic fluoride waste that they had to get rid 
of and used this substantiation to dump their fluoride, al-
beit treated , into public water. Furthermore, this initial 
validation of the benefits of fluoride is still used today. 
However, there is much worldwide opposition to fluori-
dating water from a dental perspective and general health 
as well  (Bryson, 2004). 

Cariostatic Mechanism of Fluoride 

 How does fluoride work to prevent cavities from 
forming? We must consider this question form two angles, 
namely, does it work in pre or post eruptive teeth? Fur-
thermore, what is the pharmacological effect of fluoride on 
developing teeth. 

 Rosin-Grget ,et. al. concluded that the mechanism 
of fluoride is more preventative in nature in mature teeth 
than pre eruptive ones where fluoride changes the crystal-
line structure and reduces the formation of dental caries 
(Rosin-Grget, et. al. 2013). They quote a  study 
from  LeGeros  investigating enamel structure in deciduous 
teeth where prenatal fluoride supplements were adminis-
tered  They found that there is less acid etching, higher 
mineral, and more organized crystalline structures with 
smaller prisms in the teeth. He concluded that this makes 
the enamel more perfect and as a result less acid soluble . 
However  Rosin-Grget et al. (2013) refuted this claim be-
cause in vitro studies show the effect of fluoride 
on  enamel solubility is minor and it is unlikely that the pre 
eruptive effect of incorporating fluoride will have any sig-
nificant contribution, if any, in the reduction of caries.   

 An interesting study was done to determine the in 
situ effect of bacteria on shark teeth. Shark teeth ,unlike 
human teeth,  are naturally high in fluoride and composed 
almost exclusively of fluorapaptite (Ca5(PO4)6F2) . They 
placed orthodontic bands with 0.2%  NaF  solution on both 
sets of teeth which will allow biofilm growth and found the 
plaque accumulation to be almost identical in both sam-
ples. They  concluded  that the effect of fluoride is influ-
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enced primarily by topical, post eruptive effects. However, 
when treating both sets of teeth with fluoride rins-
es  plaque growth was inhibited (Ogaard, et. al. 1991). We 
clearly see that the effects of fluoride is topical. 

 Rosin- Grget et al. proposed that the mechanism 
of action for fluoride is twofold. When fluoride is intro-
duced into the mouth topically it forms a covering over the 
teeth in the form of Calcium Fluoride. This  will inhibit acid 
demineralization by secreting fluoride ions which neutral-
ize the acid.  Since teeth also undergo a constant minerali-
zation/ demineralization process, the fluoride will be incor-
porated into the crystalline structures. Normally, the main 
component of teeth is hydroxyapatite crystals (Ca5(PO4)
6OH2), however fluoride will be exchanged in place of 
some of the hydroxyl groups and form fluorapatite (Ca5
(PO4)6F2) which is more resistant to acid breakdown. This 
is because when acid breaks down the fluorapatite crystal-
line structures it will release the free fluoride ions which 
then work similarly to topical fluoride. So while fluoride is 
important from a remineralization point of view, its effica-
cy is based on its ability to form crystals which won’t dis-
solve quickly, thereby inhibiting  enamel demineralization. 
Therefore ,  a constant low level of fluoride ions in saliva 
reduces the rates of enamel demineralisation during the 
caries process  and enhances the remineralisation of 
enamel. 

 Some have suggested  that  fluoride in the form of 
HF will affect the bacteria at the metabolic level but fur-
ther research is necessary to substantiate this claim (Rosin-
Grget, Peros, Sutej, & Basic, 2013). However , if this is true 
that fluoride disrupts bacterial metabolic activity, there is 
cause for concern that it may alter the body’s normal flora 
equilibrium (Bryson, 2004) 

Fluorosis 

 Fluorosis is defined as the discoloration of teeth 
due excess fluoride. The initial discovery of the efficacy of 
fluoride was through the discoloration of children’s teeth. 
After McKay’s initial work, The National Institute of 
Health  dental department, headed by Dr. H.Trendely 
Dean, began investigating  acceptable levels of fluoride in 
water supply systems that won’t cause fluorosis (NIH, 
2014). Interestingly enough, Dean was originally a strong 

opponent of fluoridating water for this very reason but 
later after being promoted to head the NIH he changed his 
mind. This led  critics to question whether there was any 
reason to believe in the safety of fluoride or if Dean 
changed his mind for unknown reasons (Kauffman, 
2005).  After performing various tests he discovered that 
fluoride levels up to 1.0 ppm won’t causes severe fluorosis 
in most people and only mild fluorosis in many (Science, 
1993).  Furthermore he compiled an index, famously 
known as Dean’s index which measures fluorosis severity 
levels and is still used today (Table 1 ). These guidelines are 
defined by taking the two most discolored teeth and then 
classifying the tooth in its entirety , not just the discolored 
spots (Science, 1993) 

 

Table 1: Fluorosis classifications. Based on information ob-
tained from the National Institute of Science (Science, Health 
Effects of Ingested Fluoride, 1993)  

Classification Fluorosis Symptoms 

Normal Clear white surface 

Questionable 
Small white flecks where fluorosis 

isn’t clear. 

Very Mild 
Small white flecks that occupy up 

to 25% of the tooth 

Mild 
White opaque spots are clearly 

noticeable but don’t occupy 50% 
of the tooth 

Moderate 
All surface of the tooth are  

affected and brown spots are  
sometimes apparent 

Severe 

The general structure of the tooth 
is affected and the tooth can  

corrode. It is marked by brown 
splotches  
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 Flourosis, while the exact molecular  mechanism is 
still unknown , is known to be caused  by the incorporation 
of fluoride during the mineralization of the  enamel during 
tooth development (Lyaruu, et al., 2014). It arises as result 
of long term uptake of fluoride ions and the hyperminerali-
zation of fluoride in enamel during tooth development. 
Consequently, it is a concern for children during develop-
ment and it won’t affect them after their teeth are already 
formed. In fact, after the teeth erupted they will be cari-
osatstic as previously discussed. 

Ireland Water Fluoridation 

 Dr. Máiréad Antoinette Harding and Dr. Denis Mar-
tin O’Mullane reviewed the results obtained from this 
study (Harding & O'mullane, 2013). In an effort to combat 
the widespread  dental caries plaguing the general popula-
tion,  the government passed a law in 1964 requiring Dub-
lin to fluoridate its water.  BY 1970 most communities in 
Ireland had fluoridated their water supply system. The gov-
ernment also mandated that a baseline survey be taken 
before the fluoridation of the water and compare it with 
results that would be obtained at a later date. To ensure 
the study’s integrity, the RoI also stipulated that regular 
surveys of the water fluoride levels be conducted as often 
as necessary. Furthermore, the fluoridation was carried 
out by the Department of Sanitation while the Department 
of Environment is responsible for ensuring optimal fluoride 
levels are maintained throughout the study. The fluoride 
levels were kept between 0.8 -1.0 ppm with a target range 
of 0.9 ppm. Additionally, since this was a government pro-
ject it is safe to assume that there was a large study pool. 
Also, because fluoride is introduced directly into the water, 
patient compliance is a non-issue.  Furthermore, because 
the water wasn’t previously fluoridated we know that the 
data was gathered accurately  and reflects the nature of 
the study. 

 The method of the study was to measure the de-
cayed, missing, filled teeth(DMF)  of children age 5 from 
both communities that have access to fluoridated water 
and comparing it to communities that drink unfluoridated 
water. Results were then recorded using the DMF index. 
Measurements were taken in 1965 when fluoridation was 
first introduced and then again in 1983-1984 and  2002. 

 Another study was conducted as well in Northern 
Ireland (NI)  in 2000 where water fluoridation hadn’t been 
introduced. The same criteria as the 1984 study were used 
here as well. The purpose of the study was to study the 
effect of fluoridating water on DMF teeth as well in 5 year 
olds. 

 Another component of the study was to measure 
the prevalence of fluorosis in fluoridated areas versus 
those areas that weren’t fluoridated. They were measured 
and ranked  using Dean’s Index and results were recorded 
with percentages from 0 -100 of those taking part in the 
study who exhibited fluorosis . It is important to note that 
only fluorosis data from normal, questionable, and very 
mild were recorded in the survey. Thus we can’t quantify 
the data with respect to mild- severe with resulting from 
this survey. 

Results 

The following results were obtained in respect with dental 
caries measured in DMF indices. 

 
Table 2: Data showing the prevelance of decayed, missing, 
filled teeth.(DMF) in areas of fluoridated water (Ful FL) and non-
fluoridated water(Non FL) in the Republic of  
Ireland( RoI). (Harding & O'mullane, 2013). 

 

 As we can see from this data, in the year 1960 
there is a no data between fluoridated and non-fluoridated 
areas as there was no fluoridation done at this point, but 
we did see that the DMF is higher than the following years. 
However, in the year 1983 we see a clear distinction be-
tween full FL and non-FL areas which follows the expected 
results. In the year 2002 we little difference if any between 
FL and non-FL areas. Furthermore, when analyzing data in 

RoI 5 yr olds RoI NI  

Year Full FL Non FL Non FL 

1960 ----- 5.6 4.8 

1983-84 1.8 3.0 4.5 

2002 1.3 1.0 1.8  
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non – FL areas alone we see a step decline in the DMF 
 index. 

 This can be seen as well when analyzing the data 
from NI. In the year 1960 the DMF is 4.8 and in 1983-84 it 
is 4.5. Again, we see that although there wasn’t any change 
in the fluoride levels in the water, nevertheless there is a 
drop in the DMF index. This correlates with data found 
worldwide that dental caries were on the decline with the 
advent of fluoridated products especially toothpaste which 
was introduced in the 1970’s (Jones, et. al.  2005). 

 Perhaps the most intriguing data is from 2002 
where all the data is within the same range, both from the 
FL and non-FL area. Furthermore, even the NI data from 
1985 which was slightly higher when compared to non- 
FL  (4.5 vs 3.0) is within 0.1  in 2002. This further solidifies 
the observation that given the widespread availability and 
incorporation of fluoridated products in our lifestyle we 
see a dramatic decline in dental caries worldwide. This is 
evident where we see no distinguishable difference in the 
data between fluoridated and non-fluoridated areas. It is 
important to notice that this study doesn’t account for the 
participants’ dietary intake and so it is impossible to make 
any substantial claim with respect to the effect of fluoridat-
ed products alone without drinking fluoridated water. 

  
Table 3: Percentages of fluorosis in Republic of Ireland (RoI) 

and Northern Ireland (NI)  in both fluoridated areas and non -
fluoridated areas.  Degrees of fluorosis follow Dean’s Index. 
(Harding & O'mullane, 2013) 

 It is logical to assume that there will be a similar 
trend in the data with respect to fluorosis. However, this is 
not so. In fact, the number of normal teeth in nonflouridat-
ed areas vs. fluoridated areas in 1984 is 98% and 94% re-
spectively, while in 2002 the numbers for non-FL and FL is 
90% and 76%. There is no documented data available for 
1984 in NI (table 3 ). 

 This means that although there is a decrease in the 
prevalence of dental caries both in fluoridated and non-
fluoridated areas, we only see a marked increase in fluoro-
sis in fluoridated areas. 

 Another interesting observation is when compar-
ing the data within non fluoridated areas. We find that alt-
hough the DMF index has decreased in 2002 from the year 
1984, we don’t see a significant increase in fluorosis during 
that time period. However we do see some increase in 
fluorosis. This data correlates with data found worldwide 
that the prevalence of fluorosis increased during  this time. 

 While  this study clearly shows the disparity be-
tween fluoridated and non fluoridated areas, it alone is 
inconclusive because we don’t know if the people from 
non fluoridated areas drank water from other sources. Fur-
thermore, we don’t know if there was any moderate or 
severe cases associated with those that lived any of these 
areas. Additionally, perhaps the reason we find such a 
drastic increase of fluorosis in 2002 in fluoridated areas is 
because they too used products containing fluoride and 
drastically increased their fluoride intake levels. Perhaps if 
they would not have used these products  their fluorosis 
levels would mirror those from 1984. 

 Perhaps a  possible explanation for the decrease in 
dental caries in non fluoridated areas is given the availabil-
ity of dental products that specifically target dental caries. 
However, since these products are used as directed we 
won’t find a high level of fluorosis accompanying it. 

 An explanation is available the lower levels of fluo-
rosis in non fluoridated areas versus fluoridated. While 
they too use fluoridated product, as evident from the de-
crease in dental caries, it doesn’t contribute to fluorosis 

Fluorosis 
RoI   

Fluoridated 
RoI non- 

Fluoridated 
NI ( non FL)   

 1984 2002 1984 2002 2002* 

Normal 94 76 98 90 90 

Questionable 5 11 2 7 6 

Very Mild 1 8 0 2 3 

Mild 0 4 0 0 0 

Moderate 0 0 0 0 0 

Severe 0 0 0 0 0 
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 Flourosis, while the exact molecular  mechanism is 
still unknown , is known to be caused  by the incorporation 
of fluoride during the mineralization of the  enamel during 
tooth development (Lyaruu, et al., 2014). It arises as result 
of long term uptake of fluoride ions and the hyperminerali-
zation of fluoride in enamel during tooth development. 
Consequently, it is a concern for children during develop-
ment and it won’t affect them after their teeth are already 
formed. In fact, after the teeth erupted they will be cari-
osatstic as previously discussed. 

Ireland Water Fluoridation 

 Dr. Máiréad Antoinette Harding and Dr. Denis Mar-
tin O’Mullane reviewed the results obtained from this 
study (Harding & O'mullane, 2013). In an effort to combat 
the widespread  dental caries plaguing the general popula-
tion,  the government passed a law in 1964 requiring Dub-
lin to fluoridate its water.  BY 1970 most communities in 
Ireland had fluoridated their water supply system. The gov-
ernment also mandated that a baseline survey be taken 
before the fluoridation of the water and compare it with 
results that would be obtained at a later date. To ensure 
the study’s integrity, the RoI also stipulated that regular 
surveys of the water fluoride levels be conducted as often 
as necessary. Furthermore, the fluoridation was carried 
out by the Department of Sanitation while the Department 
of Environment is responsible for ensuring optimal fluoride 
levels are maintained throughout the study. The fluoride 
levels were kept between 0.8 -1.0 ppm with a target range 
of 0.9 ppm. Additionally, since this was a government pro-
ject it is safe to assume that there was a large study pool. 
Also, because fluoride is introduced directly into the water, 
patient compliance is a non-issue.  Furthermore, because 
the water wasn’t previously fluoridated we know that the 
data was gathered accurately  and reflects the nature of 
the study. 

 The method of the study was to measure the de-
cayed, missing, filled teeth(DMF)  of children age 5 from 
both communities that have access to fluoridated water 
and comparing it to communities that drink unfluoridated 
water. Results were then recorded using the DMF index. 
Measurements were taken in 1965 when fluoridation was 
first introduced and then again in 1983-1984 and  2002. 

 Another study was conducted as well in Northern 
Ireland (NI)  in 2000 where water fluoridation hadn’t been 
introduced. The same criteria as the 1984 study were used 
here as well. The purpose of the study was to study the 
effect of fluoridating water on DMF teeth as well in 5 year 
olds. 

 Another component of the study was to measure 
the prevalence of fluorosis in fluoridated areas versus 
those areas that weren’t fluoridated. They were measured 
and ranked  using Dean’s Index and results were recorded 
with percentages from 0 -100 of those taking part in the 
study who exhibited fluorosis . It is important to note that 
only fluorosis data from normal, questionable, and very 
mild were recorded in the survey. Thus we can’t quantify 
the data with respect to mild- severe with resulting from 
this survey. 

Results 

The following results were obtained in respect with dental 
caries measured in DMF indices. 

 
Table 2: Data showing the prevelance of decayed, missing, 
filled teeth.(DMF) in areas of fluoridated water (Ful FL) and non-
fluoridated water(Non FL) in the Republic of  
Ireland( RoI). (Harding & O'mullane, 2013). 

 

 As we can see from this data, in the year 1960 
there is a no data between fluoridated and non-fluoridated 
areas as there was no fluoridation done at this point, but 
we did see that the DMF is higher than the following years. 
However, in the year 1983 we see a clear distinction be-
tween full FL and non-FL areas which follows the expected 
results. In the year 2002 we little difference if any between 
FL and non-FL areas. Furthermore, when analyzing data in 
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non – FL areas alone we see a step decline in the DMF 
 index. 

 This can be seen as well when analyzing the data 
from NI. In the year 1960 the DMF is 4.8 and in 1983-84 it 
is 4.5. Again, we see that although there wasn’t any change 
in the fluoride levels in the water, nevertheless there is a 
drop in the DMF index. This correlates with data found 
worldwide that dental caries were on the decline with the 
advent of fluoridated products especially toothpaste which 
was introduced in the 1970’s (Jones, et. al.  2005). 

 Perhaps the most intriguing data is from 2002 
where all the data is within the same range, both from the 
FL and non-FL area. Furthermore, even the NI data from 
1985 which was slightly higher when compared to non- 
FL  (4.5 vs 3.0) is within 0.1  in 2002. This further solidifies 
the observation that given the widespread availability and 
incorporation of fluoridated products in our lifestyle we 
see a dramatic decline in dental caries worldwide. This is 
evident where we see no distinguishable difference in the 
data between fluoridated and non-fluoridated areas. It is 
important to notice that this study doesn’t account for the 
participants’ dietary intake and so it is impossible to make 
any substantial claim with respect to the effect of fluoridat-
ed products alone without drinking fluoridated water. 

  
Table 3: Percentages of fluorosis in Republic of Ireland (RoI) 

and Northern Ireland (NI)  in both fluoridated areas and non -
fluoridated areas.  Degrees of fluorosis follow Dean’s Index. 
(Harding & O'mullane, 2013) 

 It is logical to assume that there will be a similar 
trend in the data with respect to fluorosis. However, this is 
not so. In fact, the number of normal teeth in nonflouridat-
ed areas vs. fluoridated areas in 1984 is 98% and 94% re-
spectively, while in 2002 the numbers for non-FL and FL is 
90% and 76%. There is no documented data available for 
1984 in NI (table 3 ). 

 This means that although there is a decrease in the 
prevalence of dental caries both in fluoridated and non-
fluoridated areas, we only see a marked increase in fluoro-
sis in fluoridated areas. 

 Another interesting observation is when compar-
ing the data within non fluoridated areas. We find that alt-
hough the DMF index has decreased in 2002 from the year 
1984, we don’t see a significant increase in fluorosis during 
that time period. However we do see some increase in 
fluorosis. This data correlates with data found worldwide 
that the prevalence of fluorosis increased during  this time. 

 While  this study clearly shows the disparity be-
tween fluoridated and non fluoridated areas, it alone is 
inconclusive because we don’t know if the people from 
non fluoridated areas drank water from other sources. Fur-
thermore, we don’t know if there was any moderate or 
severe cases associated with those that lived any of these 
areas. Additionally, perhaps the reason we find such a 
drastic increase of fluorosis in 2002 in fluoridated areas is 
because they too used products containing fluoride and 
drastically increased their fluoride intake levels. Perhaps if 
they would not have used these products  their fluorosis 
levels would mirror those from 1984. 

 Perhaps a  possible explanation for the decrease in 
dental caries in non fluoridated areas is given the availabil-
ity of dental products that specifically target dental caries. 
However, since these products are used as directed we 
won’t find a high level of fluorosis accompanying it. 

 An explanation is available the lower levels of fluo-
rosis in non fluoridated areas versus fluoridated. While 
they too use fluoridated product, as evident from the de-
crease in dental caries, it doesn’t contribute to fluorosis 

Fluorosis 
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NI ( non FL)   
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with the same intensity as fluoridated water. This can 
clearly be seen from  another study that was conducted in 
1995 in Kingston and Newburgh  N.Y. to measure the de-
velopment of fluorosis and dental caries in children 
(Kumar, et al., 1998). These two cities were chosen to par-
take in the study because of their similar demographics 
and dental lifestyles   which can be easily compared.   The 
city of Newburgh was fluoridated in 1945 during Dean’s 
initial project to fluoridate the public water system 
(Kauffman, 2005) Newburgh has maintained a fluoride lev-
el of 1.0 ± 0.2 ppm except for a slight fluctuation between 
1978-1981. In contrast, the city of Kingston has a fluoride 
content of less than 0.3 ppm. After  an initial study was 
conducted in 1986, another study was done in 1995 to 
compare the results and note any changes.  

 The criteria for the study in 1995 were the same 
as  the guidelines set forth in the 1985 study to allow for 
comparison. These included fluorosis measurements 
in  accordance with Dean’s fluorosis index. However unlike 
the RoI study fluorosis levels were recorded for severe and 
moderate cases as well which yields a complete set of da-
ta.   Children between the ages of 7-14 representing vari-
ous demographics  were examined in this study and data 
of 1496 children were analyzed which represented a sig-
nificant percent of the respective populations. 

Although an increase in fluorosis was noticed in both com-
munities since 1985 , a trend which was noticed world-
wide, there was nevertheless a marked increase in the 
fluoridated Newburgh (table 4). 

 
Table 4: Fluorosis levels in percentiles obtained from a study 
done in 1995 in Newburgh N.Y. and Kingston N.Y. (Kumar  et.al., 
2005) 

 

 

 

 

 

 

 

 

 Perhaps most noticeable was the following data 
obtained when examining the results closely. The preva-
lence of fluorosis was compared when fluoridation alone 
was used and when only supplements were used and the 
following was found. When fluoride was obtained through 
fluoridation alone: 17.9%,  but when fluoride supplements 
alone  were  used fluorosis prevalence was merely 8.8%. 

Conclusion 

 We can conclude that while fluoridating water has 
its benefits by reducing dental caries, it also is solely re-
sponsible for the rapid increase of dental fluorosis in chil-
dren. While many would say that the risk is well worth it, 
this can avoided by stopping to fluoridation the water and 
use of fluoride products instead. As we see from our data, 
the increase of fluorosis that comes as a side effect from 
fluoridation isn’t noticed with the same intensity when us-
ing fluoridated products alone. While we still do see a 
slight rise in fluorosis as evident from both studies this can 
be attributed to our inability to monitor our fluoride intake 
at optimal levels especially in children (ADA, 2005). This 
can be due the ubiquity of fluoride in many things, includ-
ing fruit juice (Kumar, et al., 1998). However, with further 
modifications we should be able to spare our children from
-developing  fluorosis at all. Furthermore, since fluorosis 
occurs at the pre-eruptive stage while the efficacy of fluori-
dation is primarily post eruptive we are exposing our chil-
dren’s growing teeth to the harms of water fluoridation 
while the benefits aren’t yet fully effective. 
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Introduction 

 Aging is a process that’s inevitable. Over a typical 
lifespan, the body loses its ability to maintain homeostasis 
and fight off disease. The elderly also experience athero-
sclerosis that can lead to strokes and myocardial infarc-
tions. Arthritic joint pain and stiffness are also common, as 
is thinning of the skin. Researches have speculated about 
the precise physical changes in the body that manifest 
themselves as the process of aging (Burtner and Kennedy 
2010). 

The answer may lie in a very rare segment of the popula-
tion who suffer from progeriod syndromes that cause ac-
celerated aging. The most severe of this group is Progeria, 
which causes rapid aging in children and death by adoles-
cence. The calculated mean lifespan in Progeria patients is 
only 13 years of age (Kudlow et al. 2007). 

HGPS Pathophysiology 

 Hutchinson-Gilford Progeria Syndrome (HGPS) is 
caused by a de novo heterozygous point mutation, chang-
ing a GGC sequence to GGT in exon 11 of the LMNA gene. 
This mutation causes a 50 amino acid sequence deletion at 
the carboxyl terminus of prelamin A, producing a truncat-
ed progerin in the place of Lamin A (Neelam et al. 2012). 
Lamins are intermediate filament proteins that polymerize 
to form nuclear lamina, a meshwork forming the inner nu-
clear membrane. Lamin A belongs to the A-type lamins 
that includes Lamin A and Lamin C. Lamin C differs very 

slightly from Lamin A by its C-terminal extension, which 
has 90 less residues than Lamin A. Both Lamin A and C con-
tribute to the shaping of the nuclear membrane. When 
progerin is present in place of Lamin A, the nuclear mem-
brane takes on an abnormal morphology (Rakha, et al. 
2011). 

The Proteins of the nuclear lamina were once thought to 
play merely a structural role. Through studying diseases 
that affect these proteins, it has become apparent that 
they also play an important role in various cellular func-
tions such as signal transduction and gene expression 
(Scaffidi and Misteli, 2006). Therefore, mutations affecting 
these proteins can have devastating effects on multiple 
organ systems in the body, as in the case of Hutchinson-
Gilford Progeria Syndrome (HGPS). 

 HGPS is part of a group of rare diseases known as 
laminopathies, in which the proteins of the nuclear lamina 
are affected. These diseases all result from LMNA gene 
mutations and include lipodystrophy, muscular dystrophy, 
peripheral neuropathy and Progeria (Liu, et al. 2010). In 
lipodystrophy, symptoms begin at the onset of puberty 
and patients experience loss of subcutaneous fat, high cho-
lesterol and type-II diabetes.  Muscular dystrophy is similar 
in that symptoms appear close to puberty and cause pro-
gressive muscle wasting. Peripheral Neuropathy is a lami-
nopathy that causes nerve dysfunction. Progeria is perhaps 
the most devastating of them all since symptom onset be-
gins at a few months of age and death from cardiovascular 
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Named after the two scientist who independently described the condition, Hutchinson-Gilford Progeria Syndrome 
(HGPS) occurs due to a mutation in the LMNA gene that codes for Lamin A, a filament protein that acts to form the nu-
clear lamina in the cell nucleus. This mutation is a single C-to-T substitution at nucleotide 1824 of the LMNA gene. As a 
result of this mutation, an abnormal protein named 'progerin' is synthesized instead of Lamin A, causing the nuclear 
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illness is likely by age 13. 

HGPS Phenotypes 

HGPS disease symptoms include; slow growth, scleroder-
matous changes of the skin, alopecia, osteoporosis and 
atherosclerotic vascular disease.  (Yang, et al. 2006) These 
symptoms contribute to a very distinctive look common to 
all Progeria patients. They are sometimes described as ap-
pearing like ‘little aliens’ due to their diminutive stature, 
lack of hair, and small heads with prominent noses. 

 
 

 
 In one particular Chinese girl with Progeria, HGPS 
diagnosis was made at 2 months of age. The child was the 
second-born of healthy parents with no remarkable family 
medical history. The first symptom that raised concern was 
a loss of subcutaneous fat in her abdomen and buttocks, 
where a baby would normally exhibit plumpness. Her hair 
was also unusually sparse and her veins were noticeably 
prominent for 2 months of age (Chen, et al. 2012). 

 At 2 years of age, the child had already lost all of 
her hair and was beginning to develop a characteristic Pro-
geria face. Her forehead jutted out, her eyes were promi-
nent and her jaw was undersized. Imaging studies taken 
over ages 4 and 5, showed patterns of bone resorption in 
her clavicles and distal phalanges along with hip displace-
ment and dental crowding (Ibid).   

 The symptoms progressed rapidly and by age 6 the 

deformities caused speech and swallowing difficulties and 
hearing loss. When measured at age 8, she fell below the 
3rd percentile in both height and weight compared to oth-
er her age and she remained very thin and small in stature 
(Ibid).   

 Diagnoses came later for an Indian boy who 
showed up at a Dermatology clinic at age 4. He had loss of 
hair, including eyelashes and eyebrows since age 1, and 
stunted growth. Doctors noticed his distinct prominent 
veins and eyes, beaked nose and high-pitched voice. His 
problems were far from merely dermatological, and he 
was diagnosed with Progeria after confirmatory imaging 
studies (Agarwal, et al. 2010) 

Vertebrate Progeriod Models 

 Researchers attempting to better understand and 
treat Progeria, need models to work with. The incidence of 
Progeria is so infrequent in the population due to the rarity 
of the specific LMNA mutation that causes it. Nearly all 
Progeria patients in the world today are well known and 
have participated in studies by contributing medical data 
and samples. In the century or so since the discovery of the 
syndrome, only about 100 cases have been documented 
(Mohamed and Jayachandran 2009) and today, with only 
48 known patients whose lifespans are short, these sam-
ples are severely limited. 

 Human Progeria research subjects are not only 
limited in number, it often isn’t safe for them to participate 
in early stages of drug trials. Before a drugs potency can be 
determined, use in humans is unethical. Thus, creating ani-
mal models to test Progeria drugs is an important key to 
ultimately finding a cure. 

 After much trial and error, mice have been suc-
cessfully genetically modified to be ZMPSTE24 deficient, 
causing the expression of Progeria-like symptoms (Osorio, 
et al. 2009). ZMPSTE24 is an enzyme that completes the 
post-translational processing of Pre-lamin A by cleaving it 
into its mature form of lamin A (Liu, et al. 2010). Without 
the ZMPSTE24 enzyme, Pre-lamin A processing is halted 
and this results in a truncated Lamin A protein similar to 
the progerin protein found in patients with HGPS. 

 Zebrafish models expressing truncated Lamin A 

Figure 1: Face of a Progeria patient showing alopecia, loss 
of eyebrow and eyelashes and prominent eyes with a ta-
pered nasal tip. (Agarwal, et al. 2010) 
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proteins have also been genetically engineered and stud-
ied. Using a splice-block method to delete the 8 amino-acid 
site of pre-lamin A cleavage in zebrafish embryos, re-
searchers created progeriod zebrafish models. These 
zebrafish then exhibited accelerated aging and shortened 
lifespans along with other symptoms such as cell-cycle ar-
rest and cartilage defects that appeared as craniofacial 
abnormalities (Koshimizu, et al. 2011). 

 Both the ZMPSTE24 deficient mice and the 
progeriod zebrafish models were genetically altered in a 
way where Lamin A was not able to be processed into its 
mature form. Another mouse model however, was modi-
fied so that it would not produce the Lamin A protein at all. 
This lamin A deficient mouse would only produce Lamin C, 
a similar Lamin protein normally produced alongside Lamin 
A. The Lamin C-only mice had no tissue abnormalities and 
appeared non-diseased (Fong et. al 2006). 

 In a state of complete lack of Lamin A, Lamin C 
seems to compensate and therefore, no pathologies result. 
It seems that the truncated, pre-lamin or progerin form of 
the Lamin A that accumulates when the protein’s pro-
cessing is halted, is the cause of the diseased cell (Fong et. 
al 2006). This realization can help researchers treat lamino-
pathic diseases by developing drugs that can prevent im-
mature lamin proteins from doing harm and possibly trig-
ger the non-affected Lamin types (unaffected Lamin C in 
Progeria patients) to compensate for the missing protein. 

FTI Treatment  

 The advantage of farnesyltransferase inhibitor (FTI) 
is that it can mask HGPS symptoms even while the abnor-
mal Progerin protein is still being expressed. By preventing 
progerin from attaching to the nuclear rim, FTI can in-
crease the amount of normal-shaped nuclei (Capell, et al. 
2005). 

 Prelamin A requires a 3-step prenylation pro-
cessing to be converted into mature Lamin A. The prenyla-
tion occurs rapidly and unprocessed Prelamin A is barely 
detectable (Gao, et al. 2009).  A similar form of post-
translational modification occurs in all CaaX proteins. This 
category of proteins contains a specific amino acid se-
quence at the c-terminal consisting of a cysteine residue, 2 
alipathic residues and another c-terminal acid ‘x’ that var-

ies, hence the acronym ‘CaaX Protein’. In Prelamin A, the 
CaaX terminal is made of cysteine, alipathic serine and iso-
leucine, and methionine (CSIM) (Dominici, et al. 2009). 

 In the first processing step of polyisoprenylation, 
farynesyltransferase recognizes methionine and adds a 15 
carbon farnesyl to the CSIM sequence. Proteolysis is next, 
in which endoprotease ZMPSTE24 removes the ‘SIM’ por-
tion of the CSIM sequence (Dominici, et al. 2009). In the 
final prenylation step, carboxyl methylation of the farnesyl-
ated prelamin A occurs via methyltransferase to produce 
carboxymethylated-farnesylated prelamin A (preLA-
farnesyl-C-H3). 

 

 Progerin, a truncated form of pre-lamin A, is miss-
ing the ZMPSTE24 cleavage site and will therefore retain 
the cysteine C-terminal that is farnesylated and carbox-
ymethylated (Liu, et al. 2010). The retention of the toxic 
farnesyl group will cause progerin to incorporate itself into 
the nuclear envelope in an abnormal fashion. Once in the 
nuclear envelope, progerin will produce an abnormal het-
erochromatin assembly and lead to an increase in DNA 
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Figure 2: Prenylation process of the CAAX proteins. The pro-
tein prenylation process includes 3 steps: polyisoprenylation, 
proteolysis, and carboxyl methylation. Polyisoprenylation is the 
attachment of an isoprenoid lipid by protein farnesyltransfer-
ase (FTase) or geranylgeranytransferase type I (GGTase-I) to 
CAAX box. In the second step, the CAAX residues are prote-
olysed by prenyl protein peptidase RCE1 family to release - 
AAX. This is followed by subsequent endoproteolytic trimming 
and carboxyl methylation significantly increases the hydropho-
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damage (Zaremba-Czogalla et al. 2011).  Structurally, the 
nuclear membrane will also become misshapen and stiff. 
This characteristic is known as nuclear blebbing and is a 
distinct phenotype of progeria. 

 Lonafarnib, a farnesyltransferase inhibitor drug 
initially used for cancer treatment, has recently been test-
ed on patients with HGPS in a clinical trial. In 2007, 25 pro-
geria patients from 16 countries around the world came to 
Boston, Massachusetts over a period of 2 years to receive 
Lonafarnib. They were measured for changes in weight, 
skeletal rigidity, hearing and cardiovascular health.  The 
study showed that the children improved in at least one or 
more of the measured areas over the course of the trial. 
Most importantly, in the essential area of cardiovascular 
health, which is the cause of death in progeria patients, all 
but one participant showed improvement (Gordon, et al. 
2012) 

Other Treatments 

    In the presence of farnesyltranferase inhibitors, 
the cell will often adapt and turn to other processing path-
ways such as grenygrenylation (Gordon et al. 2008). In 
place of polyisoprenylation (addition of a 15-carbon farne-
syl) via farnesyltransferase, a similar enzyme, geranyl-
geranyltransferase I (GGTase I) can add a 20-carbon 
geranylgeranyl group to the Pre-lamin A (Sousa et al. 
2008). This adaptation mechanism can lessen the effective-
ness of FTI treatment. A combination of statins and amino-
bisphosphonates, combined with FTI treatment can inhibit 
both farnesylation and grenygrenylation pathways. 

 Although not originally developed for progeria, the 
statin Pravastatin and the aminobisphosphonate Zoledron-
ic acid have been implemented in a 2012 clinical trial, 
along with FTI Lanofarnib, in progeria pa-
tients.  Pravastatin, an HMG-CoA inhibitor, is often pre-
scribed to lower cholesterol levels and keep atherosclero-
sis from worsening. Zoledronic acid is used in bone cancers 
and multiple myeloma, can help prevent hyepercalcaemia 
that occurs in Progeria patients. These two drugs work 
principally by preventing farnesyl group formation, a pro-
cess vital to progerin in the course of the disease (Neelam 
et al. 2012). 

  Lastly, stem Cell use has been researched as a 

form of treatment. Since Lamin A expression is develop-
mentally regulated, it isn’t present in embryonic cells and 
stem cells (Mounkes et al. 2003). This can be seen in the 
normal appearance of Progeria-modeling mouse embryos 
and progeria patients up until a few months of age, when 
progerin starts to proliferate in cells in place of Lamin A. 
Stem cell use has been explored as a means of initiating 
tissue regeneration and offsetting the accelerated rate of 
cell aptosis that causes rapid aging in Progeria patients 
(Halaschek-Wiener and Brooks-Wilson 2007). 

Conclusion 

   Progeria is a rare, devastating and terminal disease 
caused by a single gene mutation. Since the mutation is 
located on the LMNA gene, the Nuclear Lamina Proteins 
are affected. A single nucleotide substitution causes a 50 
base pair deletion of pre-lamin A (Lain A pre-cursor). Lamin 
A is then prevented from completing its processing and 
remains in an immature form called progerin. The accumu-
lation of progerin has a multi-systemic effect leading to 
rapid aging and early death from complications of athero-
sclerosis. Lonafarnib, a FTI inhibitor, has been proposed as 
a form of treatment and recent studies have shown it is 
effective in alleviating some of the symptoms of Progeria. 
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Introduction 

Anesthetic Pathway / Mechanism 

 For conformation to occur between an anesthetic 
agent and its target, it would be expected that the agent 
would be highly specific. But the broad arrays of such 
agents, with their varied structural and chemical composi-
tions seem to belie such a nature. Nevertheless, all general 
anesthetics work through either of two primary transmis-
sion mechanisms: NMDA (N-methyl-D-aspartate) receptor 
antagonists or GABA mimetic receptors (gamma-
aminobutyric acid). 

 GABA receptors, a type of ligand-gated ion chan-
nel, are the main inhibitory neurotransmitter in the central 
nervous system (Colquhoun et al. 2004).  The sedative 
effect of the GABAa agonists is caused by the inhibition of 
firing new action potentials. When molecules bind extra-
cellularly, a selective Cl ion pore is opened. This increased 
accessibility of the Cl ion drives it towards -65mV, a mem-
brane potential at which there is no overall change in the 
ion concentration on either side of the membrane, a situa-
tion called reversal potential. 

 NMDA receptor antagonists block the glutamate 
and glycine from binding to the receptor, blocking signal 

transmission between the spinal cord and the brain (Olney 
et al. 1991). NMDA receptors are important in the function 
of neuronal migration and differentiation, synaptic plastici-
ty, and in promoting learning and memory. Glutamate re-
ceptors are the most common excitatory neurotransmitter 
found in mammals. NMDA glutamate receptor antagonists 
include ketamine and nitrous oxide, both widely used in 
pediatric anesthesia. The collective effect of GABAa ago-
nists and NMDA antagonists is to block synaptic transmis-
sions from occurring between neurons and the spinal cord. 

Methods 

 Data presented in this paper was mined from case 
studies, review articles, online sources, and scientific jour-
nals using search engines of the Touro College Library da-
tabase, EBSCO, Pubmed, and Google Scholar. 

Discussion 

Effects on lower mammals 

Deleterious effects of anesthetics on developing neural 
cells was first observed in extensive exposure of rat pups 
on postnatal days 0,3,7, and 21 to Dizocilpine [(+)MK 801], 
an NMDA receptor antagonist (Ikonomidou et al. 1999). 
NMDA receptor activation promotes survival of their re-

Abstract 

Recent studies suggest that general anesthetic (GA) agents administered to developing rats, through its mechanism as 
an NMDA antagonist or a GABAa mimetic, may damage developing neural cells by inducing a higher rate of programmed 
cell death (apoptosis). Similar heightened degeneration was also apparent in higher primates such as the monkey. This 
warrants strong concern, as every year thousands of pregnant women and children below 1 year of age undergo a surgi-
cal procedure in which GAs are used. A spike in neuroapoptosis may lead to long term cognitive deficiencies lingering 
into adulthood. Are humans vulnerable to these affects? Different pathways are under investigation as to the cause of 
the damage in animals, but humans have different metabolic pathways than even higher primates, and the basic mecha-
nism by which GAs take affect is not well understood. Scientists continue to unravel the underlying mechanism, seeking 
to stop the apoptotic cascade, all the while maintaining the benefits of the sedative effect. Promising new hope comes 
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spective cells. Even brief periods of inhibition were shown 
to cause brain-wide apoptosis. Rats were injected variously 
with .5mg, .75, and 1mg per kg of body weight and apopto-
sis was measured after 24 hours using terminal deoxynu-
cleotidyl transferase dUTP nick end labeling (TUNEL). 
TUNEL is a common technique for identifying DNA frag-
mentation representative of apoptotic signaling cascades 
by marking the terminal end of nucleic acids. 

 Pervasive apoptosis was perceived throughout the 
brain including within the hippocampus, dentate gyrus, 
thalamus, hypothalamus, frontal cortex, parietal cortex, 
cingulate cortex, and retrosplenial cortex, as evidenced by 
decreased cell density. The apoptotic effect was most pro-
nounced in 7 day old rats when expression of NMDA re-
ceptors peak. The neural deletion was commensurate with 
the influence of both dosage and time factors (Figure 1A). 
The enantiomer, (-)MK 801, known to be less effective in 
its ability to inhibit NMDA receptor signal transmission, 
was also tested. The effects of (-)MK 801 remained negligi-
ble relative to the vehicle treated rats (the control; rats just 
given the solvent without the active ingredient, MK801) up 
to a dose of 1.0 mg/kg. Electron microscopy demonstrated 
that these degenerate cells showed no physiological or 
ultrastructural distinction from corresponding apoptotic 
cells. 

 

Figure 1: Part (A) shows the detrimental effect of MK 801 is pro-
portional to the dosage. Solid circles denote (+)MK 801; Empty 
circles represent  (-)MK 801. The dashed line represents vehicle 
treated rats. Part (B) demonstrates a relationship between the 
degeneration and the time of exposure. Only (+)MK 801 was 
used. The dashed line shows the level of spontaneous apopto-
sis. (Source: Ikonomidou et al.1999) 

Embryonic rats in utero were also given 0.5mg (+)MK 801 
at embryonic days 17, 19, and 21 for 8 or 16 hours, and 
were examined after 24 hours. Significant apoptosis oc-
curred in the embryonic 21 day old rats in the dentate gy-
rus, hippocampus and hypothalamus. Embryonic day 19 
rats showed some modest apoptosis while embryonic day 
17 rats showed no sign of apoptosis. 

 At certain points in the postnatal period rats were 
more vulnerable to neural degeneration than during the 
fetal period. Increased vulnerability in the postnatal period 
may result from the subunit composition of the NMDA re-
ceptor which is modified in the transition from the embry-
onic to the postnatal stage.  Higher expression of NMDA 
receptors at certain periods would make the cells more 
vulnerable to the NMDA antagonist. 

 Most concerning was that ketamine, a common 
pediatric anesthetic, was also shown to cause neuroapop-
tosis in the developing rat brain.  Humans are more devel-
opmentally advanced than rats and these results are diffi-
cult to extrapolate, but these findings suggest a period of 
susceptibility in humans during the corresponding period. 
This time frame is controversial, and an early postnatal 
study in rats may compare to late gestation or the new-
born stage. Perhaps the danger exists throughout the cor-
responding brain growth spurt period (synaptogenesis) 
which lasts from mid-gestation to several years after birth. 

 GAs were also shown to have a time dependent 
effect with apoptosis shown to continually accentuate 
when rats were given 0.5mg/kg and were killed variously at 
4,8,12,16,24, and 48 hours after being subjected. With the 
passage of just 4 hours apoptotic effects were apparent. A 
peak effect was reached after 24 hours while after 48 

hours the effects mostly subsided (Figure 1B). 

Apoptosis - Essential for Life 

 During normal development of the central nerv-
ous system apoptosis plays an integral part in the devel-
opment. Signals that proliferate or restrain the apoptotic 
program using a precise biochemically guided system 
controls the number of cells extant and are important in 
shaping controlling and establishing the development of 
cells. When apoptotic caspases were eliminated to block 
the apoptotic mechanism in rats, abnormalities such as 
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increased subpopulations in the brain occurred and in 
some cases resulted in lethality. Apoptosis further aids in 
sexual differentiation, development of olfactory and ther-
moregulatory systems, and processing of pheromones 
(Broad et al. 2009). While a moderate amount of neural 
cells undergo apoptosis to support healthy development, 
the number of cells undergoing apoptosis in regions 
throughout the brain upon administration of general anes-
thetics was excessive. 

 Do disturbances in other major excitatory trans-
mitter systems of the brain also cause widespread  
neuroapoptosis? No, it is not apparent in antagonists of 
excitatory pathways such as the muscarinic or non-NMDA 
glutamate antagonists. Nor does it occur in agonists of the 
inhibitory dopaminergic system. Only with the use of 
NMDA antagonists and GABAa agonists is widespread 
apoptosis apparent (Ikonomidou et al. 1999). Because of 
these discoveries, researchers set out to discover the 
effects of GABAa mimetics, NMDA antagonists, and the 
combined neurotoxic effects of the two. 

Permanent Effects on Intelligence 

 Even presuming robust apoptotic effects upon sub-
jection to anesthetics, what practical significance would it 
have?  Jevtovic-Todorovic et al. (2003) showed that  
exposure of developing rodents to anesthetics results in a 
decline in brain density leading to a long-term decline in 
cognitive function. Seven day old rats were anesthetized 
for 6 hours with N2O, isoflurane (ISO), and midazolam 
(triple anesthetic cocktail). They were put in the Morris  
Water maze and trained to swim to an observable stand. 
Their performance concerning path length and vigor in the 
Morris Water maze was on a par with that of the  
control.  When the stand was submerged in the 
same location, the triple anesthetic cocktail rats 
showed substantial learning deficits in the middle 
trials, although they performed at the same level as 
the controls by the test’s conclusion. When retested 
as adults, their lower memory capacity was evident 
when they spent less time searching for the  
submerged stands in the area of the pool in which it 
was had formerly been raised. Control rats spent 
more time searching the appropriate pool area for the 
stand’s location. Spatial memory was shown to be im-

paired in the anesthetic cocktail rats by use of a radial arm 
maze, with a significant learning deficit as compared to the  
performance of the control. 

 Ikonomidou et al. (1999) learned that NMDA  
receptor antagonists can cause apoptosis. Wang et al. 
(2012) however contends that rats subjected to a dosage 
commonly used in clinical settings [NMDA receptor antago-
nist N2O (70%), or to the GABAa agonists ISO (1%)] showed 
no significant measure of apoptosis upon harvest and 
TUNEL examination after 6 hours. Rather, they needed to 
be subjected to prolonged and substantial doses of the 
NMDA receptor antagonist N20 or ISO for any measurable 
damage (Figure 2). 

 Separate administration did not cause significant 
apoptosis, but when administered concurrently, apoptotic 
levels were accentuated. While gene expression was  
altered when N2O and ISO was delivered independently 
the pathways of these genes are not closely associated 
with neurons, suggesting that cascades are inducing apop-
tosis rather than the anesthetic doing so directly. This pro-
vides hope to researchers. If the anesthetic itself does not 
directly cause the damage but instead generates a cascade 
to do so, scientists may be able to determine the point at 
which the damage occurs. A drug can then be developed 
to act in concert with the anesthetic and inhibit propaga-
tion of the damaging pathway. Accordingly, pediatric sur-
geons can continue to benefit from the sedative effects 
without concern for the health of the developing brain. 

 

Figure 2. The apoptotic damage in the ISO + N2O group relative 
to the control is apparent (Source: Wang et al. 2012) 
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Widespread Effects Observed 

 How serious are the effects generated by  
neuroapotosis? Huang et al. (2012) proposed that keta-
mine causes permanent learning and memory impairment. 
Postnatal day 7 rats were given doses of 25, 50, and 75 
mg/kg of ketamine for 3 days. At two months old, the 
group subjected to 75 mg/kg had a diminished capacity for 
memory and learning, as measured by the Morris water 
maze. Behavioral issues were observed as well. These 
effects were not apparent in the groups exposed to the 
smaller dosages. 

 Groups of rats were given the same treatment as 
described previously but dispatched after 3 days. TUNEL-
stained hippocampal neurons were compared between the 
hippocampal sub-regions cornu ammonis 1 (CA1), CA2, and 
CA3, and the dentate gyrus in rat pups. Groups subject to 
lower doses of 25or  50 mg/kg did not have higher rates of 
apoptosis while a group subjected to 75 mg/kg showed 
significant apoptosis in these regions. Protein expression of 
PKCγ, ERK1/2 and Bcl-2 in the hippocampus was measured 
by western blot. The greater dose of ketamine inhibited p-
PKC, p-ERK1/2 and Bcl-2 manifestation but not that of t-
PKC or t-ERK. These findings corroborate the position that 
the malign effects of ketamine are associated with p-PKC, p
-ERK1/2 and Bcl-2 expression, which in turn is related to 
persistent destructive cognitive effects. 

 Dikranian et al. (2001) suggested perhaps scien-
tists were mistaken in comparing neuronal cells believed to 
be undergoing apoptosis to non-neuronal cells. Maybe the 
detailed biological structure of a neuronal cell undergoing 
apoptosis would have a different ultrastructure than a cor-
responding cell in the rest of body. NMDA antagonists, and 
GABAa agonists were used to effect neuroapoptosis and 
the cellular ultrastructure of apoptotic cells was compared 
to that of a physiologically dying cell as it occurs naturally 
in the brain. It was verified to have similar properties to 
that set forth by the Kerr/ Wyllie team, the scientists who 
originally discovered and formulated the word apoptosis 
and classified the structure and formation of such a cell. 

Apoptosis Seen in Higher Primates 

 Perhaps only such an effect is observed in rats but 
higher non-human primates such as the monkey would be 

impervious to their affects. Zou et al. (2009) demonstrated 
this was not so. However, in contrast with the earlier rat 
studies, the primate monkeys needed to be overwhelmed 
by a high dosage of ketamine (20 mg/kg) for degeneration 
to occur. An initial intramuscular injection of 20 mg/kg was 
followed by continuous intravenous administration of  
20-50 mg/kg h for 3, 9, or 24 hours. The monkeys were  
dispatched after a 6 hour period to allow the anesthetics to 
take effect. Ketamine was confirmed with liquid  
chromatography and mass spectrometry. Brain slices of 40 
micrometers were prepared using a microtome and a  
polyclonal antibody that detects cleaved caspase-3, an 
effector of apoptosis. Out of all sections of the brain- the 
hippocampus, amygdala, cerebellum, cerebrum, thalamus, 
and striatum, apoptosis was concentrated mainly in the 
frontal cortex. 

 How long does a monkey need be exposed to  
ketamine for neurodegeneration to occur? Although three 
hours did not seem to cause neuoroapoptosis, exposure 
for more than nine hours did, while exposure for twenty-
four hours resulted in long term cognitive deficits (Figure 
3). Most welcome is the knowledge that the 3 hour period 
did not cause significant apoptosis, as this is the time 
frame for an average surgery. 

Figure 3. The effect of Ketamine over time. Note the insignifi-
cant effect over 3 hours. (Source: Zou et al. 2009) 
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 Prolonged subjection to a high dosage of ketamine 
in postnatal day 3 perinatal rhesus monkeys for 24 h, with 
1, 10, or 20 µM of ketamine, an NMDA antagonist, caused 
neurodegeneration in the frontal cortical area (Wang et al. 
2006). Significant change in mitochondrial metabolism, 
DNA factionalism, and the release of lactate dehydrogen-
ase were also observed. These phenomena are all  
characteristic of apoptosis. 

 Even when ISO or ketamine was administered to 6 
day old rhesus monkeys for just 5 hours to maintain a light 
surgical plane and all physiological parameters were con-
trolled as they would be for a neonate patient, neuro-
degeneration ensued (Brambrink et al. 2010). Pronounced 
apoptotic neurodegeneration was especially apparent 
among the immature oligodendrocyte glial cells partici-
pating in myelination as well as neurons. ISO, a widely used 
anesthetic for maintaining a prolonged stable surgical 
plane, was shown to cause approximately 4 times more 
degeneration than ketamine. 

 Other studies discussed which regions of the brain 
were affected but Creeley et al. (2013) pinpoints the spe-
cific cells - neurons and oligodendrocytes just beginning to 
myellinate their axons - that were deleted. In this experi-
ment, 120 day old fetuses of rhesus monkeys, (comparable 
to a late third trimester human fetus) and 6 day old neo-
nates (similar to the 4-6 month old human brain) were 
subjected to propofol for 5 hours. A pronounced effect was 
detected in the subcortical and caudal areas in the fetus. 
The neonates caudal brain regions were affected less and 
neurocortical regional damage formed distinct laminar 
patterns. 

 Sun et al. (2012) showed that even adolescent 
monkeys, when administered ketamine regularly, devel-
oped permanent damage. This was evident from the apop-
totic effectors present in the prefrontal cortex. Macaque 
monkeys demonstrated abnormal behavior in their walk, 
jump, climb, and general movements. The damage ap-
peared permanent in the 6 month treated monkeys, while 
1 month treatment and control monkeys had no such dis-
play upon TUNEL testing. 

Can These Results be Extrapolated to Humans? 

 What can be done to determine definitively if this 

issue applies to the human fetus and neonates? How can 
such studies be done non-invasively in humans? While 
studies can be done retrospectively on humans who have 
already undergone treatment based on the incidence and 
statistical distribution of apoptotic neurodegeneration, 
there are many confounding factors such as the dosage 
amount and duration, acid-base disturbances, hypoxia, 
starvation, route of administration, developmental period, 
and the subtype receptors activated. There are many co-
factors present in humans absent in animals. To further 
muddle the matter, pediatric patients typically are adminis-
tered a combination of anesthetic agents such as benzodi-
azepines and/or anticholinergics, possibly reducing the 
amount of ketamine needed to maintain a surgical plane. 
Due to all these confounding factors, it is not clear if re-
sults from these studies can be extrapolated to humans. 
Perhaps if the epidemiological studies were well-
constructed and accounted for various variables by setting 
up groups of similar circumstances and arrange for a con-
trol for each group, it would aid in determining whether 
the human brain is vulnerable to apoptotic devastation by 
anesthetics. Or, methods can be developed for noninvasive 
techniques to determine if in vivo neurodegeneration 
takes place in the developing brain. 

Anesthetics - Similar to Ethanol? 

 Because of the similarities in the molecular path-
ways of intoxication and general anesthetic agents-ethanol 
is both an NMDA antagonist and a GABA agonist- 
Ikonomidou et al. (2000) suspected that that studies on 
the affects of ethanol on fetuses would be applicable to 
general anesthetics. Seven day old rats were given 2.5 g/Kg 
of 20% ethanol in saline, and compared to the control only 
given saline. TUNEL and silver staining showed only modest 
physiological cell death in the control while the subject 
group showed condensed pervasive sections of degenera-
tion. Creeley et al. (2013) presented the same affect on 
neurons and oligondrocytes in the fetal macaque brain. 

 Ethanol has a debilitating effect at the molecular 
level. Above a 12 mol % (30.5 v/v %) threshold, desorption 
results from breaks in the lipid-water interface of the bi-
membrane, some of the lipid fragments amalgamate with-
in the cell (Gurtovenko, Anwar, 2009). At the same time, 
components of the inner and outer leaflets of the lipid bi-
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Perhaps if the epidemiological studies were well-
constructed and accounted for various variables by setting 
up groups of similar circumstances and arrange for a con-
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layer substitute one another’s position, permanently up-
setting the membrane structure. And this suggests that 
anesthetics may cause neurological damage just as ethanol 
causes developmental neurological damage to fetuses 
(fetal alcohol syndrome). Neurobehavioral deficiencies 
perceived to persist into adulthood include psychosis, hy-
peractivity, learning disabilities, and depression. 

Anesthetics’ Affects Persist into Maturity 

 Wilder et al. (2009), in a population based cohort 
study demonstrated retrospectively how children under 4 
years of age subjected to an incidence of anesthesia were 
unlikely to be affected. However, 2 or more periods of gen-
eral anesthetic application revealed a cognitive deficit as 
revealed by inferior scores on IQ and standardized achieve-
ment tests. Learning disabilities as characterized by poor 
math, reading and writing skills were apparent and they 
lagged continually further behind their peers as they ad-
vanced through school. By 19 years of age, 35% had a 
learning disability, representing a 15% rise against the gen-
eral population (Figure 4). Because of the controversy re-
garding how to relate the vulnerable developmental stage 
of animals to their corresponding human stage, the experi-
ment was repeated for children subjected to anesthesia for 
two or more instances. Similar results were generated. It is 
not clear if the anesthetics themselves or other factors 
were the cause. 

 

Figure 4: A population based cohort study demonstrating the 
long-term affect of multiple anesthetic incidence. (Source: Wil-
der et al. 2009) 

 

 But even if anesthetics are shown to definitively 
cause neurodegeneration, clinical medicine is not much 
further advanced. How can children who need surgery 
safely receive treatment? Anesthetic application to chil-
dren during surgery cannot simply be abandoned; its use 
prevents neurotoxicity from developing in the brain as well 
as the harmful effects of stress, anxiety and chronic pain 
disorders. Exposure to prolonged or repeated painful stim-
uli lowers the threshold of pain processing, and alters de-
velopment of the brain, cognitive functioning, and behav-
ior. Moreover, surgical patients who were not adminis-
tered anesthetics exhibited the very same pervasive neuro-
degeneration; nothing was gained by avoiding it. Anes-
thetic treatment resulted in attenuating the pain and pro-
tecting the developing brain. (Anand et al. 2004). Anes-
thetics also protect the brain from damage by preventing 
hypoxic and ischemic incidents, allowing the necessary ox-
ygen-carrying blood flow to continue to nurture the brain. 

Apoptotic Mechanism 

 A possible mechanism for GA induced neuroapop-
tosis is via the mitochondrial pathway (Figure 5). Molecular 
stimulation prompts association of Bcl-2 with mitochondri-
al Bcl-2, leading to the release of cytochrome c. Cyto-
chrome c in turn binds Apaf-1, effecting a change in its 
conformation. Apaf-1 association with procrease-9 allo-
sterically activates it, in turn stimulating procaspase-3 and 
procaspase-7. Perhaps a cascade induced by GAs cause the 
mitochondria to release more cytochrome c, leading to 
activation of more caspases. Sanchez et al. (2011) demon-
strated support for the theory of GAs affecting mitochon-
dria when he discovered that long term use of GAs com-
promised its structure and function as well as lingering dys-
function in inhibitory synapses in neural signaling. 

 

Figure 5 : (Printed on next page) A schematic summary of the 
apoptotic pathway. A stimulant triggers association of Bcl-2 with 
mitochondrial Bcl-2. The ensuing series of reactions activates 
caspases.  (Source: Kalantri 2010) 

 Alternatively, Kuwana and Newmeyer (2003) sug-
gests that GAs spur a release of a large concentration of Cl
(2+) from the ER lumen which can in turn lead to an in-
crease in permeability of mitochondria.  The mitochondria 
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swells and the external membrane may burst. The cyto-
chrome c will then disperse throughout the cell and the 
apoptotic cascade will begin. Bcl-2 can bring about apopto-
sis by controlling the release of Ca(2+), thereby regulating 
whether mitochondria will burst and discharge cytochrome 
c. 

 

 

Possible Protection Against Apoptosis 

 A viable alternative to GAs must be developed or 
the underlying mechanisms better studied and understood 
so as to address the specific toxic pathway. When ISO and 
N2O were administered together, differential gene expres-
sion was observed in 45 pathways related to the brain, 
highlighting the difficulties researchers have in trying to 
pinpoint the exact pathway by which the apoptotic dam-
age is caused and developing a drug to neutralize its 
affects (Wang et al. 2012). 

 Once the exact apoptotic pathway is determined, 
drugs can be developed to act in concert with the anes-
thetic to prevent the apoptotic cascade while maintaining 
the benefits of a sedative effect. Progress in labs has al-
ready been made in identifying a possible “antidote,” L-
carnitine. L- carnitine is an amino protein that supports 

oxidation of fatty acids and is  essential in skeletal muscle 
metabolism. L-carnitine, when administered concurrent 
with GAs, significantly minimized the damage even for long 
periods under high dosages (Zou et al. 2008). 

 Di Marzio et al. (1997) reports that sphingolipids 
play a key role in apoptosis; Apoptosis may be arrested by 
inhibition of a sphingolipid activation cascade. L-carnitine 
in AIDS patients blocked sphingomyelinase, thus pre-
venting sphingomyelin breakdown into phosphocholine 
and ceramide, an intracellular apoptotic effecting mole-
cule. Ceramide exists in the mitochondrial pathway. When 
high levels are present, the respiratory chain is prevented 
and cytochrome c is released (Ghafourifar et al. 1999). 

 Mechanisms in neuropathic diseases also lead to 
initiation of the apoptotic cascade with cytochrome c  
released into the cytoplasm (Di Cesare Mannell et al. 
2007). Treatment of rats with acetyl-L-carnitine reduced 
the amount of cytochrome c present in the cytosol and  
suppressed the apoptotic pathway. Unfortunately, L-
carnitine, when tested, did not provide successful  
protection. Acetyl-L-carnitine also reduced the number of 
chromatin undergoing the irreversible condensation of 
chromatin characteristic of apoptotic cells (karyopyknosis). 

 While the exact apoptotic effecting pathway of 
GAs is uncertain, it is probable that it is related to both 
sphingomyelinase and the release of cytochrome c into the 
cytoplasm. Consequently, it is likely that both L-carnitine 
and acetyl-L-carnitine would aid in preventing apoptosis. It 
is premature to declare whether one would be more suc-
cessful than the other in preventing neuroapoptosis while 
the basic pathways GAs trigger remain a mystery. Perhaps  
L-carnitine and acetyl-L-carnitine’s shielding capacity is  
applicable to only specific mechanisms initiated by a  
specific anesthetic or a specific form of the anesthetic’s 
administration. 

 The X-chromosome linked inhibitor of apoptosis 
protein (XIAP) acts as an important factor in the apoptotic 
pathway, inhibiting apoptosis by blocking the activity of 
caspase-3.  When the GA sevuflorane was delivered to lung 
carcinoma cells for up to 6 hours, apoptosis resulted,  
blocking cell proliferation (Liang et al. 2011). Researchers 
observed down-regulation of XIAP expression while caspa-
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se-3 levels rose. But administration of Acetyl-L-carnitine 
was shown to parallel a reduction of karyopyknosis,  
suggesting the induction of XIAP to block this occurrence 
(Di Cesare Mannell et al. 2007). 

Conclusion 

 While recent studies of rodents and primates  
suggest that GAs may cause apoptosis in the developing 
brain by its dual mechanism as an NMDA antagonist and 
GABAa agonist, whether this applies to the developing  
human brain remains inconclusive. Better constructed  
epidemiological studies would probably be the best route 
to determine unequivocally if the developing human brain 
is vulnerable. Should it prove to be vulnerable, protection 
in the form of L-carnitine and Acetyl-L-carnitine may be 
used to neutralize the malevolent affects in future pediat-
ric anesthesiology. 
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Introduction 

 Research in the field of Extracorporeal Pho-
topheresis (ECP) commenced in 1982.  Richard Edelson, 
MD, a Professor at Columbia University, had been experi-
menting with a therapy he invented as an alternative treat-
ment for untreatable cancers.  After many years of re-
search, he achieved an astonishing clinical success in the 
treatment of two patients with extensive cutaneous T-cell 
lymphoma (CTCL).  Previously, in the 1970’s, Dr. Edelson 
noted that removing circulating cancer cells from patients 
with Sezary Syndrome (SS), a form of CTCL, by way of re-
petitive Leukapheresis, resulted in a temporary improve-
ment in their skin disease.  Leukapheresis is a procedure 
that removes abnormal white blood cells from the 
blood.  It is a form of apheresis, which is the process of 
removing one particular constant from the blood and re-
turning the rest to circulation.  In the 1980’s, Dr. Edelson 
collaborated with Therakos, a Johnson and Johnson com-
pany, to design a device to accomplish Leukapheresis while 
simultaneously exposing a small amount of the patients’ 
white blood cells to Methoxsalen, a light sensitizing drug, 
and ultra violet (UVa) light to activate the medication. 

Immunity: Background Information 

 The immune system consists of differentiated 
hematopoietic cells that are created from bone marrow 
hematopoietic stem cells (HSC).  HSCs separate into vari-

ous types of blood components such as erythroid cells, 
platelets, myeloid cells (such as neutrophils, basophils, eo-
sinophils, monocytes), mast cells, natural killer cells, den-
dritic cells, natural killer T cells, thymus derived cells (T 
cells), and B cells depending on the environment and stim-
uli (Lensch, 2012).  These immune cells arrange host pro-
tection by responding to foreign antigens after the cells 
mature.  However, a proper maintenance of cellular and 
molecular balance is crucial for these immune responses 
to proceed.  Once this delicate balance is askew, normal 
immunity is disrupted and diseases with increased suscep-
tibility to infection arises. 

 Within the immune system, the Dendritic cells 
(DC) are antigen-presenting cells.  The DCs, also known as 
accessory cells, play an integral role in both inborn immun-
ity and adaptive immunity.  The cells link inborn and adap-
tive immunity by activating B and T-cells through the 
presentation of antigens on their cell surfaces (Novak, et 
al, 2010).  When B-cells are triggered by DCs, an immune 
response consisting of secretion of antigen specific anti-
bodies occurs.  Simultaneously, DCs activate CD4+ helper 
and CD8+ T-cells that define and stimulate T-cell responses 
specific to each antigen (Banchereau, Steinman, 
1998).  Depending on the nature of the antigen, different 
CD4+ T-helper (Th) responses such as Th-1, Th-2, Th-17, 
and T-regulation can occur.  Th-cells also secrete cytokines 
that promote cell interactions with additional cells, which 
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are then dispatched to the infected site.  For example, the 
Th-1 response is mediated by CD4+ helper T-cells and 
CD8+ T-5 cells that secrete IFN-γ, IL-2, and IL-12 to fight 
against viruses.  The CD4+ helper cells then “help” to in-
voke a cytotoxic attack against the virus, mainly through 
CD8+ cytotoxic T-cells (Steinman, Hemmi, 2006) 
(Kadowaki, 2007) . 

 Located in the immune system, T-regulatory cells 
(T-regs) regulate a wide variety of immune cells such as 
CD4+, CD8+, B-cells, natural killer T-cells, and antigen pre-
senting cells (APC)  both in vitro (artificial environment) 
and in vivo (natural environment).  These cells make up 5-
10% of the total agranulocytic cells found in the body’s 
blood (Sakaguchi, 2008).  They have the distinct ability to 
regulate reactions in the immune system, preventing im-
mune diseases such as allergies and autoimmunity.  T-regs 
have often been recognized as the cause for failure of can-
cer vaccines.  On the other hand, T-regs also have potential 
use for patients with irregular immune systems.  In autoim-
mune patients, an increase in T-regs may be an ideal meth-
od of treatment since their immune system is compro-
mised and these cells could help regulate it.  Similarly, the 
removal of T-regulatory cells may assist in increasing a cy-
totoxic response to tumor antigens. 

Cutaneous T-cell Lymphoma (CTCL) 

 Cutaneous T-cell lymphoma (CTCL) is a heteroge-
neous group of non-Hodgkin’s peripheral T-cell lymphomas 
that mainly affect the skin.  Two of the most common 
forms of CTCL are Mycosis Fungoides (MF) and Sézary Syd-
rome (SS).  They are distinguished by malfunctioning CD4+ 
T-cells and impaired immunity.  Together they encompass 
approximately 70% of all CTCL cases.  About 1,500 new 
cases of MF/SS are reported yearly, and there are currently 
16,000-20,000 individuals living in the United States with 
MF/SS (Criscione, Weinstock, 2007).  CTCLs are incurable 
and thought to arise from uncontrolled reproduction and 
accumulation of atypical mature helper, memory clonal T-
lymphocytes (Vonderheid, Bernengo, 2003).   

Sézary Syndrome (SS) 

 Discovered and introduced by Albert Sézary in 
1938, Sézary Syndrome (SS) is a form of leukemia con-
sisting of cells with cerebriform shaped nuclei, itching, ex-

foliative dermatitis, and adenopathy (inflammation of the 
lymph nodes).  Patients with SS do not have a good prog-
nosis; there is an average survival rate of only 3 years 
(Scarisbrick, et al, 2001).  SS patients have been found to 
have a high rate of Staph colonization. Secondary and hos-
pital acquired infections, most often from Staphylococcus 
aureus (Staph) sepsis due to an impaired immune system, 
breaks in the skin and use of catheters are particularly fatal 
in SS patients.    The cause of SS is unknown and the diag-
nosis is very difficult due to its similarities to other skin ail-
ments.  It was originally believed that SS was derived from 
MF.  However, MF and SS can be differentiated since MF 
cells are effector memory T-cells and SS cells are central 
memory T-cells.  With Sèzary cells, they are also found in 
both the blood and skin with CD4+ T cells lacking the ex-
pression of CD-26 or CD-7. (Campbell, et al, 2010) 

Graft-versus-Host Disease (GvHD) 

 Graft-versus-host disease (GvHD) is an immune 
system disorder that limits the use of stem cell and bone 
marrow transplant therapies.  The donor immune cells 
used in the transplant recognize host cells as being foreign, 
based on human leukocyte antigen (HLA) mismatch.  The 
donor cells mount an immunological attack, resulting in 
damage to organs including the skin, gut, liver, eyes, or 
lungs. 

 There are two types of GVHD, acute GVHD and 
chronic GVHD.  Symptoms occurring within 100 days post-
transplant are described as acute GVHD and any occur-
rence of symptoms beyond 100 days are characterized as 
chronic GVHD.  An analysis of acute GVHD showed that 
amongst the patients affected 81% had skin involvement, 
54% had gastrointestinal involvement, and 50% had liver 
involvement (Martin, et al, 1990).  Candidates for trans-
plant therapies have a plethora of ailments which can lead 
to  incrased numbers of antigen presenting cells resulting 
from damages produced  by a multitude of factors such as 
underlying disease and its treatmentvia chemotherapy, 
radiation, and infections.  In order to prepare the host’s 
body for transplantation, the patient has to undergo a pro-
cedure called total body irradiation. Total body irradiation 
is used to suppress the immune system, thus preventing 
the patient’s immune system from destroying implanted 
cells that are foreign to the body.  During this procedure, 
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 Research in the field of Extracorporeal Pho-
topheresis (ECP) commenced in 1982.  Richard Edelson, 
MD, a Professor at Columbia University, had been experi-
menting with a therapy he invented as an alternative treat-
ment for untreatable cancers.  After many years of re-
search, he achieved an astonishing clinical success in the 
treatment of two patients with extensive cutaneous T-cell 
lymphoma (CTCL).  Previously, in the 1970’s, Dr. Edelson 
noted that removing circulating cancer cells from patients 
with Sezary Syndrome (SS), a form of CTCL, by way of re-
petitive Leukapheresis, resulted in a temporary improve-
ment in their skin disease.  Leukapheresis is a procedure 
that removes abnormal white blood cells from the 
blood.  It is a form of apheresis, which is the process of 
removing one particular constant from the blood and re-
turning the rest to circulation.  In the 1980’s, Dr. Edelson 
collaborated with Therakos, a Johnson and Johnson com-
pany, to design a device to accomplish Leukapheresis while 
simultaneously exposing a small amount of the patients’ 
white blood cells to Methoxsalen, a light sensitizing drug, 
and ultra violet (UVa) light to activate the medication. 

Immunity: Background Information 

 The immune system consists of differentiated 
hematopoietic cells that are created from bone marrow 
hematopoietic stem cells (HSC).  HSCs separate into vari-

ous types of blood components such as erythroid cells, 
platelets, myeloid cells (such as neutrophils, basophils, eo-
sinophils, monocytes), mast cells, natural killer cells, den-
dritic cells, natural killer T cells, thymus derived cells (T 
cells), and B cells depending on the environment and stim-
uli (Lensch, 2012).  These immune cells arrange host pro-
tection by responding to foreign antigens after the cells 
mature.  However, a proper maintenance of cellular and 
molecular balance is crucial for these immune responses 
to proceed.  Once this delicate balance is askew, normal 
immunity is disrupted and diseases with increased suscep-
tibility to infection arises. 

 Within the immune system, the Dendritic cells 
(DC) are antigen-presenting cells.  The DCs, also known as 
accessory cells, play an integral role in both inborn immun-
ity and adaptive immunity.  The cells link inborn and adap-
tive immunity by activating B and T-cells through the 
presentation of antigens on their cell surfaces (Novak, et 
al, 2010).  When B-cells are triggered by DCs, an immune 
response consisting of secretion of antigen specific anti-
bodies occurs.  Simultaneously, DCs activate CD4+ helper 
and CD8+ T-cells that define and stimulate T-cell responses 
specific to each antigen (Banchereau, Steinman, 
1998).  Depending on the nature of the antigen, different 
CD4+ T-helper (Th) responses such as Th-1, Th-2, Th-17, 
and T-regulation can occur.  Th-cells also secrete cytokines 
that promote cell interactions with additional cells, which 

Abstract 

Photopheresis, also known as Extracorporeal Photopheresis (ECP) is making inroads in treatment of previously untreata-
ble diseases.  As the medical world has delved deeper into, Although the mechanisms of photopheresis are largely un-
known, increasingly detailed studies have proven its efficacy.  The lack of side effects has made photopheresis an ideal 
option for patients.  The treatment is also versatile enough that it can be used as a mono-therapy or as a supplement to 
other traditional therapies.  The use of photopheresis has been proven successful in the treatment of cutaneous T-cell 
lymphoma (CTCL) and graft-versus-host disease (GvHD), and is currently being administered for immune system disor-
ders, bone marrow, or stem cell implantation, liver, heart, or lung transplants (where there is fear of rejection) and any 

Current Research of Extracorporeal Photopheresis and 
 Future Applications 
Chaim Lederer 

Chiam Lederer  graduated in May 2014 with a B.S. in Biology. 
75 

 

are then dispatched to the infected site.  For example, the 
Th-1 response is mediated by CD4+ helper T-cells and 
CD8+ T-5 cells that secrete IFN-γ, IL-2, and IL-12 to fight 
against viruses.  The CD4+ helper cells then “help” to in-
voke a cytotoxic attack against the virus, mainly through 
CD8+ cytotoxic T-cells (Steinman, Hemmi, 2006) 
(Kadowaki, 2007) . 

 Located in the immune system, T-regulatory cells 
(T-regs) regulate a wide variety of immune cells such as 
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senting cells (APC)  both in vitro (artificial environment) 
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have often been recognized as the cause for failure of can-
cer vaccines.  On the other hand, T-regs also have potential 
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1938, Sézary Syndrome (SS) is a form of leukemia con-
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lymph nodes).  Patients with SS do not have a good prog-
nosis; there is an average survival rate of only 3 years 
(Scarisbrick, et al, 2001).  SS patients have been found to 
have a high rate of Staph colonization. Secondary and hos-
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breaks in the skin and use of catheters are particularly fatal 
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memory T-cells.  With Sèzary cells, they are also found in 
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used in the transplant recognize host cells as being foreign, 
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donor cells mount an immunological attack, resulting in 
damage to organs including the skin, gut, liver, eyes, or 
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 There are two types of GVHD, acute GVHD and 
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transplant are described as acute GVHD and any occur-
rence of symptoms beyond 100 days are characterized as 
chronic GVHD.  An analysis of acute GVHD showed that 
amongst the patients affected 81% had skin involvement, 
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involvement (Martin, et al, 1990).  Candidates for trans-
plant therapies have a plethora of ailments which can lead 
to  incrased numbers of antigen presenting cells resulting 
from damages produced  by a multitude of factors such as 
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cedure called total body irradiation. Total body irradiation 
is used to suppress the immune system, thus preventing 
the patient’s immune system from destroying implanted 
cells that are foreign to the body.  During this procedure, 
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inflammatory cytokines such as IL-1 and tumor necrosis 
factors (TNF) are secreted from the patient’s tis-
sues.  Cytokines, which can potentially cause damage to 
the gastrointestinal tract via endothelial apoptosis, may 
increase the severity of GvHD if the microbial products 
such as bacteria attack the blood system.  Activation of the 
immune system or tolerance by the body is controlled by 
APC’s that are activated by these secretions (Roncarolo, et 
al, 2001). 

 In the cells there is a major histocompatibililty 
complex (MHC).  The MHC is a set of molecules on the sur-
face of the cells which facilitates the interactions of leuko-
cytes (WBCs).  CD4+ and CD8+ T-cells, and cytokines are 
the main disease facilitators.  In every individual, the MHC 
takes on its own unique genetic coding.  One of the prima-
ry functions of the MHC is the recognition of foreign anti-
gens invading the immune system. Since the MHC is highly 
polymorphic, it has the ability to recognize countless types 
of antigens.  It then binds peptide fragments taken from 
the pathogens and displays them on the cell surface for 
recognition by the T-cells.  The MHC presents the antigens 
to the T-cell receptor (TCR), and the T-cells are activated or 
deactivated via an interaction between the TCR and the 
MHC.  In the case of GvHD, everything is awry because the 
grafted T-cells fail to recognize the MHC proteins on host 
cells.  Due to the MHC mismatch, the graft T-cells attack 
the host cells thinking they are foreign even though they 
are non-antigenic. Thus, the MHC mismatch contributes to 
the disrupted normal immunity leading to GVHD. 

Extracorporeal Photopheresis (ECP) 

 Extracorporeal Photopheresis is a pioneering treat-
ment with minimal side effects, which improves the quality 
of life, and has increased the survival rates for persons 
with select incurable diseases.  Based on clinical trials, the 
procedure was approved by the FDA for treatment of 
erythrodermic Leukemic-CTCL (L-CTCL) (Edelson, et al, 
1987). At the time, response rates between 54% and 66% 
had been reported in L-CTCL patients with about 10% com-
plete responders (Jiang, et al, 1999) (Crovetti, et al, 
2000).  This opened up a new world of possibilities in the 
treatment of cancers. Most cancer treatments come with a 
large amount of side effects along with the possibility of a 
cure.  This treatment had the potential of accomplishing 

the latter, with almost no risk of side effects.   

 In the ECP procedure that was created by the 
Therakos company, blood is drawn from the arm or a cen-
tral catheter, and a very small amount (5x109) of the pa-
tients white blood cells (3-5%) are separated and collected 
for irradiation or apheresis.  The blood is centrifuged to 
separate the leukocyte enriched blood portion from the 
red blood cells in plasma. The rest of the blood is automati-
cally returned to the bloodstream. The collected white 
blood cells are then treated with a medicine called Meth-
oxsalen/Uvadex.  The drug is activated when it is exposed 
to ultra-violet (UV) light. The medicated white blood cells 
are exposed to UVa light, with a strength of 1.5 J/
cm^2.  The function of the medication is to covalently bind 
and cross-link DNA, leading to apoptosis of treated 
cells.  These cells are now known as Methoxsalen treated 
buffy coat cells.  The buffy coat cells are then re-infused 
back into the patient . so that they can cause an immune 
response.  In the body, the spleen and the liver now pick 
up the Methoxsalen treated white blood cells. The day 
after ECP treatment, the treated cells undergo apoptosis. 
Even though the mechanism is not understood, these cells 
are phagocytized by antigen presenting cells (APC) that are 
causing disorder in the body.  It is theorized that the phag-
ocytosis causes a regulation of immune responses by alter-
ing the APC function.  The APC’s now become immunologi-
cal tolerant inducing or tolerogenic to the immune sys-
tem.  The phagocytosis causes a decrease in the secretion 
of pro-inflammatory cytokines and effector T-
cells.  Additionally, it causes an increase in anti-
inflammatory cytokines such as TGF-beta and IL-10.  This 
process and reaction causes a boost in the activation and 
stimulation of T-regulatory cells which in turn leads to a 
healthy regeneration and rebalancing of the T-cells and 
other immune cells in the body.  Additionally, blood that 
has been irradiated halts lymphocytes from causing harm 
to patients who have compromised immune systems.  ECP 
does not cause any known harm to the body, and the 
blood does not become radioactive or toxic. 

 Since there was some understanding as to how 
ECP was able to achieve these positive results, it brought 
about the possibility of expanding its usage for other se-
vere diseases.  These diseases include: multiple sclerosis 
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(MS), systemic sclerosis, Crohn’s disease, rheumatoid ar-
thritis, type-1-diabetes, and autoimmune diseases such as 
lupus.  Trials have also begun in cases of whole transplant-
ed organ rejection. In CTCL patients, ECP has shown the 
successful destruction of malignant T-cells via apoptosis 
and the differentiation of monocytes into effective antigen 
presenting dendritic cells. These two outcomes concur-
rently lead to a decrease of the tumor load and initiation 
of antitumoral immune response. (Garban, et al, 2012). 

Studies 

 Studies have shown the efficacy of ECP treatment 
in patients with early-stage mycosis fungoides (MF).  The 
studies were conducted with ECP as a mono-therapy and 
as a supplement to the traditional cancer therapies.  The 
patients underwent treatment of ECP for two days every 
four weeks over a time span of six months.  Those that had 
a partial response continued the treatment of ECP for the 
full six months and those without an initial response added 
oral bexarotene and/or interferon α.  These studies pro-
duced astonishingly positive results.   

 Participants included nineteen patients with early-
stage MF (7 men, 12 women; 16 white, 3 African Ameri-
can) with an average age of 63.5 years (range, 46-85 
years). 42% of the participants responded to the ECP by 
itself with an average amount of 12 ECP sessions over 12 
months (8/19; including 7 partial response, 1 complete 
response).  Seven of the patients with stabilized MF at 3 
months received additional bexarotene treatment (3/5; 1 
complete response) or were  administered bexarotene 
plus interferon α (1/2), and 57% (4/7) responded to the 
updated treatment. Side effects were limited to those ex-
pected with standard chemotherapy treatment. The 
effects included nausea, vomiting, and diarrhea. 

 The studies proved that ECP is effective for pa-
tients with early-stage MF alone or in combination with 
drugs and included improved quality of life. It has shown a 
response of as high as 42% with ECP treatment alone 
(Talpur, et al, 2011) 

 Another study was on the efficacy of ECP on ster-
oid-dependent acute GVHD.  A complete resolution was 
attained in 82% of patients with skin involvement, 61% 
with liver involvement, and 61% with gut involve-

ment.  These patients received ECP on 2 consecutive days 
every one to two weeks, until there was a noticeable re-
sponse and continued every two to four weeks until it 
reached a maximum response. The next stage conducted 
was a study of the relationship of mortality and survival. 
The 4-year survival rate for those in whom acute GVHD 
had a complete response was 59% (Kumar, 2011).    

 When ECP was first introduced into the medical 
world, it was only proven to work on CTCL and GvHD.  Due 
to the success, the research community continued looking 
to see which other ailments the treatment could be ap-
plied to.  This has become a worldwide concerted effort in 
attempt to make headway in previously incurable diseases 
and clinical trials have begun on the effect of ECP on many 
different unrelated or atypical diseases..   

 Another case where the curative effects of ECP 
can be observed is through studies involving patients 
afflicted with Crohn’s disease, who are incapable of re-
sponding to alternative treatments such as immune-
suppressants and/or anti-TNF therapies.  After twelve se-
quential weeks of treatment, the success of the individu-
al’s results were evaluated based on the patient’s decrease 
in their Crohn's Disease Activity Index (CDAI) of less than 
or equal to 100 points, or the remission which can be char-
acterized by an index of less than 150 points. From the 28 
patients that participated in the study, half successfully 
responded to the treatment with 13 subjects reacting at 
week 6, and 7 of them obtaining remission after the 12-
week interval.  From the 12 patients who chose to advance 
with a 12-week extension study, 9 continued to effectively 
respond to the treatment. Through their study, clinicians 
were capable in discerning ECP as a productive means in 
which patients with Crohn’s disease were able to attain 
desirable results (Abreu et. al.. 2009). 

Conclusion 

 Beginning with the initial successes in the 1980’s, 
extracorporeal photophersis has been a medical break-
through in a field where there rarely is a cure found 
with  limited or no side effects.  The difficulty of under-
standing how it achieves its results has not been a deter-
rent to further expansion of its usage.  Today, ECP is at the 
forefront of clinical trials bringing hope to many with lim-
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inflammatory cytokines such as IL-1 and tumor necrosis 
factors (TNF) are secreted from the patient’s tis-
sues.  Cytokines, which can potentially cause damage to 
the gastrointestinal tract via endothelial apoptosis, may 
increase the severity of GvHD if the microbial products 
such as bacteria attack the blood system.  Activation of the 
immune system or tolerance by the body is controlled by 
APC’s that are activated by these secretions (Roncarolo, et 
al, 2001). 

 In the cells there is a major histocompatibililty 
complex (MHC).  The MHC is a set of molecules on the sur-
face of the cells which facilitates the interactions of leuko-
cytes (WBCs).  CD4+ and CD8+ T-cells, and cytokines are 
the main disease facilitators.  In every individual, the MHC 
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polymorphic, it has the ability to recognize countless types 
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the pathogens and displays them on the cell surface for 
recognition by the T-cells.  The MHC presents the antigens 
to the T-cell receptor (TCR), and the T-cells are activated or 
deactivated via an interaction between the TCR and the 
MHC.  In the case of GvHD, everything is awry because the 
grafted T-cells fail to recognize the MHC proteins on host 
cells.  Due to the MHC mismatch, the graft T-cells attack 
the host cells thinking they are foreign even though they 
are non-antigenic. Thus, the MHC mismatch contributes to 
the disrupted normal immunity leading to GVHD. 

Extracorporeal Photopheresis (ECP) 

 Extracorporeal Photopheresis is a pioneering treat-
ment with minimal side effects, which improves the quality 
of life, and has increased the survival rates for persons 
with select incurable diseases.  Based on clinical trials, the 
procedure was approved by the FDA for treatment of 
erythrodermic Leukemic-CTCL (L-CTCL) (Edelson, et al, 
1987). At the time, response rates between 54% and 66% 
had been reported in L-CTCL patients with about 10% com-
plete responders (Jiang, et al, 1999) (Crovetti, et al, 
2000).  This opened up a new world of possibilities in the 
treatment of cancers. Most cancer treatments come with a 
large amount of side effects along with the possibility of a 
cure.  This treatment had the potential of accomplishing 

the latter, with almost no risk of side effects.   

 In the ECP procedure that was created by the 
Therakos company, blood is drawn from the arm or a cen-
tral catheter, and a very small amount (5x109) of the pa-
tients white blood cells (3-5%) are separated and collected 
for irradiation or apheresis.  The blood is centrifuged to 
separate the leukocyte enriched blood portion from the 
red blood cells in plasma. The rest of the blood is automati-
cally returned to the bloodstream. The collected white 
blood cells are then treated with a medicine called Meth-
oxsalen/Uvadex.  The drug is activated when it is exposed 
to ultra-violet (UV) light. The medicated white blood cells 
are exposed to UVa light, with a strength of 1.5 J/
cm^2.  The function of the medication is to covalently bind 
and cross-link DNA, leading to apoptosis of treated 
cells.  These cells are now known as Methoxsalen treated 
buffy coat cells.  The buffy coat cells are then re-infused 
back into the patient . so that they can cause an immune 
response.  In the body, the spleen and the liver now pick 
up the Methoxsalen treated white blood cells. The day 
after ECP treatment, the treated cells undergo apoptosis. 
Even though the mechanism is not understood, these cells 
are phagocytized by antigen presenting cells (APC) that are 
causing disorder in the body.  It is theorized that the phag-
ocytosis causes a regulation of immune responses by alter-
ing the APC function.  The APC’s now become immunologi-
cal tolerant inducing or tolerogenic to the immune sys-
tem.  The phagocytosis causes a decrease in the secretion 
of pro-inflammatory cytokines and effector T-
cells.  Additionally, it causes an increase in anti-
inflammatory cytokines such as TGF-beta and IL-10.  This 
process and reaction causes a boost in the activation and 
stimulation of T-regulatory cells which in turn leads to a 
healthy regeneration and rebalancing of the T-cells and 
other immune cells in the body.  Additionally, blood that 
has been irradiated halts lymphocytes from causing harm 
to patients who have compromised immune systems.  ECP 
does not cause any known harm to the body, and the 
blood does not become radioactive or toxic. 

 Since there was some understanding as to how 
ECP was able to achieve these positive results, it brought 
about the possibility of expanding its usage for other se-
vere diseases.  These diseases include: multiple sclerosis 
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(MS), systemic sclerosis, Crohn’s disease, rheumatoid ar-
thritis, type-1-diabetes, and autoimmune diseases such as 
lupus.  Trials have also begun in cases of whole transplant-
ed organ rejection. In CTCL patients, ECP has shown the 
successful destruction of malignant T-cells via apoptosis 
and the differentiation of monocytes into effective antigen 
presenting dendritic cells. These two outcomes concur-
rently lead to a decrease of the tumor load and initiation 
of antitumoral immune response. (Garban, et al, 2012). 

Studies 

 Studies have shown the efficacy of ECP treatment 
in patients with early-stage mycosis fungoides (MF).  The 
studies were conducted with ECP as a mono-therapy and 
as a supplement to the traditional cancer therapies.  The 
patients underwent treatment of ECP for two days every 
four weeks over a time span of six months.  Those that had 
a partial response continued the treatment of ECP for the 
full six months and those without an initial response added 
oral bexarotene and/or interferon α.  These studies pro-
duced astonishingly positive results.   

 Participants included nineteen patients with early-
stage MF (7 men, 12 women; 16 white, 3 African Ameri-
can) with an average age of 63.5 years (range, 46-85 
years). 42% of the participants responded to the ECP by 
itself with an average amount of 12 ECP sessions over 12 
months (8/19; including 7 partial response, 1 complete 
response).  Seven of the patients with stabilized MF at 3 
months received additional bexarotene treatment (3/5; 1 
complete response) or were  administered bexarotene 
plus interferon α (1/2), and 57% (4/7) responded to the 
updated treatment. Side effects were limited to those ex-
pected with standard chemotherapy treatment. The 
effects included nausea, vomiting, and diarrhea. 

 The studies proved that ECP is effective for pa-
tients with early-stage MF alone or in combination with 
drugs and included improved quality of life. It has shown a 
response of as high as 42% with ECP treatment alone 
(Talpur, et al, 2011) 

 Another study was on the efficacy of ECP on ster-
oid-dependent acute GVHD.  A complete resolution was 
attained in 82% of patients with skin involvement, 61% 
with liver involvement, and 61% with gut involve-

ment.  These patients received ECP on 2 consecutive days 
every one to two weeks, until there was a noticeable re-
sponse and continued every two to four weeks until it 
reached a maximum response. The next stage conducted 
was a study of the relationship of mortality and survival. 
The 4-year survival rate for those in whom acute GVHD 
had a complete response was 59% (Kumar, 2011).    

 When ECP was first introduced into the medical 
world, it was only proven to work on CTCL and GvHD.  Due 
to the success, the research community continued looking 
to see which other ailments the treatment could be ap-
plied to.  This has become a worldwide concerted effort in 
attempt to make headway in previously incurable diseases 
and clinical trials have begun on the effect of ECP on many 
different unrelated or atypical diseases..   

 Another case where the curative effects of ECP 
can be observed is through studies involving patients 
afflicted with Crohn’s disease, who are incapable of re-
sponding to alternative treatments such as immune-
suppressants and/or anti-TNF therapies.  After twelve se-
quential weeks of treatment, the success of the individu-
al’s results were evaluated based on the patient’s decrease 
in their Crohn's Disease Activity Index (CDAI) of less than 
or equal to 100 points, or the remission which can be char-
acterized by an index of less than 150 points. From the 28 
patients that participated in the study, half successfully 
responded to the treatment with 13 subjects reacting at 
week 6, and 7 of them obtaining remission after the 12-
week interval.  From the 12 patients who chose to advance 
with a 12-week extension study, 9 continued to effectively 
respond to the treatment. Through their study, clinicians 
were capable in discerning ECP as a productive means in 
which patients with Crohn’s disease were able to attain 
desirable results (Abreu et. al.. 2009). 

Conclusion 

 Beginning with the initial successes in the 1980’s, 
extracorporeal photophersis has been a medical break-
through in a field where there rarely is a cure found 
with  limited or no side effects.  The difficulty of under-
standing how it achieves its results has not been a deter-
rent to further expansion of its usage.  Today, ECP is at the 
forefront of clinical trials bringing hope to many with lim-
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ited options or where the cure is sometimes just as deadly 
as the disease, as is the case in chemotherapy and radia-
tion treatments.  With its versatility, ECP becomes an addi-
tional option even for patients already using other thera-
pies.  Trials have produced extremely promising results for 
diseases with little or no hope.  To date, ECP has only been 
approved for treatment in CTCL and GvHD, but current 
trials are expanding its usage.  ECP has promising potential 
to be the cure of the future pertaining to immune system 
related diseases. 
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Introduction 

The Epidermal Growth Factor Receptor (EGFR), also known 
as ErbB1 or Her1 in humans, was first discovered by Stan-
ley Cohen in the 1970’s (Yarden, Sliwkowski, 2001).  Since 
then, our understanding of the protein and its critical role 
in numerous forms of cancer has advanced in enormous 
strides.  Advances in this area have proven to be fruitful, 
and much hope is put into future development for cancer 
cures.  EGFR is now understood to be one of four members 
of the ErbB interactive family of Tyrosine Kinase (TK) Pro-
teins.  EGFR, as well as ErbB 2, 3, and 4 (Her 2, 3, 4) are 
phosphorylation inducing proteins on the Tyrosine portion 
of the receptors (Yarden, Sliwkowski, 2001).  EGFR carries 
out numerous signal transduction pathways which result in 
cellular proliferation, metastasis, and apoptotic aversion, 
all clearly oncogenic activities.  Consequently, EGFR com-
monly causes numerous types of cancers whenever-
expressed in epithelial tissue throughout the body (Heist, 
Christiani, 2009).  In Non Small Cell Lung Cancer (NSCLC) 
specifically, EGFR over expression is the most common 
cause, leading to much research and analysis of this pro-
tein, and its mutations in regard to lung cancer.  Numerous 
drug therapies have been developed to target the specific 
mutations that were found as causes of 
NSCLC.  Understanding of the structure and mechanism of 

this protein is crucial to the development of biomarkers to 
target specific populations containing the mutation to al-
low for further development of target therapy for cancer.   

Methods 

Various databases were utilized to gather papers on re-
search studies and reviews on the subject matter to ana-
lyze it and determine possible biomarker methods and 
their efficiency.  Articles were found in Google Scholar, 
Touro Library Database, and Rutgers University Data-
base.  These papers were analyzed and used to come to 
the conclusions explained in the discussion of this paper. 

Results: 

EGFR 

EGFR is a tri-domain membranous receptor protein con-
sisting of an extracellular ligand-binding domain mainly 
comprised of cysteine, a hydrophobic transmembranous 
area, and an intracellular Tyrosine Kinase Domain (Yarden, 
2001).  The Tyrosine Kinase domain is made up of a jux-
tamembrane region, an area for TK activity, and a C -
terminal domain (Markus, Alain, 2013).  A number of lig-
ands contain an affinity to EGFR including the Transforming 
Growth Factor-α (TGF-α), Epidermal Growth Factor (EGF) 
and Amphiregulin (Figure 1) (Huang, Harari,1999).  All 
EGFR ligands contain around 50 amino acids including six 
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cysteine residues in β-sheet formation and are highly regu-
lated by numerous signal transduction pathways through-
out the cell (Yarden, Sliwkowski, 2001).  TGF-α is the most 
common ligand (Vealel, et. al. 1987).  Following EGFR bind-
ing, dimerization of EGFR occurs to form a homodimer 
with an identical receptor or to form a heterodimer with a 
different protein of the ErbB family (Isobe et. al. 
2005).  Heterodimers are stronger than homodimers with 
a smaller rate of ligand dissociation, increased period of tie 
at the cell surface, and increased mitogenic capabili-
ties.  Dimerization leads to autophosphorylation of Tyro-
sine residues of the cytoplasmic region of the protein it-
self.  The specific regions activated on the Kinase domain, 
and consequently the specific pathways activated, are de-
pendent on the ligand’s identity as well as EGFR’s dimeriza-
tion partner.  EGFR’s activation allows it to bind to cyto-
plasmic messenger proteins which initiate various signal 
transduction cascades resulting in cell proliferation, metas-
tasis, and apoptosis aversion (Yarden, Sliwkowski, 2001). 

Raf-MEK-ERK Mitogen-Activated Protein Kinase  
Cascade 

 The most common EGFR signal transduction path-
way is the Raf-MEK-ERK Mitogen-Activated Protein Kinase 
Cascade (Figure 2).  This cascade contains a set of its own 
mutations throughout the steps of the pathway which are 
leading causes of cancer as well.  Mammalian cascades 
involving Mitogen-Activated Protein Kinases (MAPK’s) are 
part of a three step signaling process.  The MAPK Kinase 
Kinase (MAPKKK) signals the MAP Kinase (MAPKK) which 
then signals the MAPK (Roberts, Der, 2007).  In the EGFR 
MAPK cascade, active EGFR stimulates Raf, the MAPKKK, 
through association with adaptor protein Grb2 which re-
cruits SOS-1 nucleotide exchange factors to the cell mem-
brane.  SOS-1 activates Ras proteins by exchanging the 
GDP bound to Ras for GTP.  The activated Ras recruits Raf 
to the cell membrane and activates it through a complex 
process involving phosphorylation (Friday, Adjei, 
2008).  The Raf MAPKKK phosphorylates and activates MEK 
1 and 2, the MAPKK’s, which phosphorylate the MAPK’s- 
Extracellular signal-regulated kinases (ERK 1 and 
2).  Activated ERK’s go on to regulate numerous proteins 
and transcription factors, resulting in cell proliferation and 
survival.  Although this pathway has previously been con-

sidered linear, in reality it involves many complex interac-
tions with other pathways which regulate the different 
steps, mainly Raf Activation.  Studies have shown that mu-
tations in each step along the path of this complex path-
way are present in a substantial percentage of cancers and 
other disorders.  This complexity can be demonstrated 
with an example involving EGFR.  EGFR is involved in the 
upstream and downstream regulation of the MAPK path-
way.  EGFR functions upstream by signaling the Ras protein 
in which case an EGFR mutation or over expression can 
cause hyperactivation of the MAPK pathway.  Additionally, 
one of the products of ERK signaling is TGF-α and other 
EGFR ligands whose over expression can lead to hyperacti-
vation of the pathway as well.  In order to combat the nu-
merous mutations which present themselves throughout 
this pathway, intense study and research is currently de-
voted to the development of Raf inhibitors, MEK inhibitors, 
Ras inhibitors, and EGFR inhibitors- our area of interest 
(Roberts, Der, 2007). 

EGFR Inhibitors 

 As a result of the large proportion of EGFR muta-
tions among Non Small Cell Lung Cancer, much effort has 
been devoted to the research and development of inhibi-
tor drugs which combat the neoplasia resulting from the 
over-expression of the EGFR proteins.  Novel target thera-
pies in the midst of development can aim at the specific 
EGFR oncogene as opposed to affecting all the cells in the 
body with chemotherapy, which has proven itself relatively 
ineffective in treatment of lung cancer (Vealel, et. al. 
1987).  Various research groups are exploring distinct 
methods of inhibiting the hyperactivity of the EGFR path-
way.  This inhibition is relatively harmless because the 
EGFR pathway does not play an essential role in the bodies 
of healthy adults, its inhibition causing a rash or diarrhea at 
most (Fukuoka, et. al. 2003).  Aside for the EGFR signal 
transduction pathway inhibitors discussed earlier, there 
are two forms of inhibitors of the EGF receptor itself cur-
rently in the form of marketable drugs.  These two forms 
of inhibitors are monoclonal antibodies and tyrosine kinase 
inhibitors.  Researchers are currently attempting to find 
the optimal combination of these two target therapies to-
gether with standard radiation and chemotherapy for each 
case of Lung Cancer.  Monoclonal antibodies, such as Ce-
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tuximab, are large molecules that act from outside of the 
cell.  These antibodies inhibit EGFR activation by binding 
close enough to the ligand-binding site that it can block the 
ligand from binding to the receptor (Friday, Adjei, 2008).   

 Our inhibition drugs of interest are Tyrosine Kinase 
Inhibitors.  Tyrosine kinase inhibitors are small molecules 
with the ability to move through the cell membrane in or-
der to interact with the cytoplasmic EGFR do-
main.  Tyrosine kinase inhibitors exhibit competitive inhibi-
tion, binding to the tyrosine residues of the EGF receptor, 
thereby blocking ATP from binding and activating the EGFR 
and its downstream effectors.  This inhibition of the EGFR 
pathway has demonstrated clinical response and has pro-
longed life expectancy of EGFR mutation patients.  It is be-
lieved that the tyrosine kinase inhibitors discontinue the 
translation of EGFR effectors which had induced cellular 
proliferation and metastasis, thereby reducing the exces-
sive cell growth present in the malignancy (Massutí, 
2003).  Furthermore, it was proposed that tyrosine kinase 
inhibition induces apoptotic cell death by upregulation of 
Bim, a pro-apoptotic protein.  Another strong possibility is 
that tyrosine kinase inhibitors induce cell death by inhib-
iting mTOR, an autophagy-inhibitor protein whose activity 
is normally increased by EGFR activity.  Autophagy is the 
process of which the cellular organelles are swallowed up 
by lysosomal vesicles, but this process is normally regulat-
ed by the EGFR pathway.  With the EGFR pathways halted, 
this inhibition is weakened and autophagy becomes more 
prevalent amongst the malignant cells causing the desired 
cell death (Markus, Alain, 2013). 

 Two TKI drugs currently on the market are Ge-
fitinib/Iressa and Erlotinib/Tarceva.  In the randomized, 
double blind, Phase II trial of Gefitinib, the results were 
promising.  Included in the study were 210 advanced 
NSCLC patients who had been treated with chemotherapy 
once or twice and had received platinum treatment.  They 
were chosen to receive a daily oral dose of either 250-mg 
or 500-mg Gefitinib.  Tumor response rates were approxi-
mately 19% and the symptom improvement rate of evalua-
ble patients was approximately 40%.  Adverse effects were 
minimal in both cases consisting main of diarrhea and skin 
rashes (Fukuoka, et. al. 2003). 

 The Erlotinib results seem optimistic as well.  The 

international phase III Erlotinib trial was randomized, dou-
ble blind, and placebo controlled with a 2:1 ratio of 150mg 
daily dose of Erlotinib to the placebo group.  The placebo 
was considered ethical because further chemotherapy 
would not have benefitted these patients whose first or 
second bout of chemotherapy had failed.  Response rate 
was around 9% in the group who received Erlotinib and 
less than 1% in the placebo group.  Median survival was 
prolonged by two months (Shepherd, et. al. 2005). 

EGFR Mutations 

 The control that EGFR contains over cell prolifera-
tion and metastasis makes it a key protein for oncogenic 
mutation.  Hyperactivity of the EGFR pathway in any step 
of its complex network can lead to neoplasia.  This can 
happen through mutation, over expression, or amplifica-
tion of EGFR, its ligands, or a protein involved in the EGFR 
pathway.   

In a study done in Japan (Kosaka, et. al. 2004), tumor sam-
ples were obtained from 277 randomly selected patients 
(Figure 3).  Exons 18-21, the first four exons that code for 
the Tyrosine Kinase domain, were amplified and under-
went molecular analysis, as these areas had been previous-
ly shown to contain the EGFR mutations in conducted stud-
ies.  Mutations in this area of the tumor’s EGFR gene were 
found in 111 patients (40%).  There were 52 in-frame dele-
tion mutations, 54 point mutations, and 5 duplication/
insertion mutations.  The deletions were all around the five 
amino acids ELREA from codons 746-750 of exon 
19.  Approximately half were simple deletions and half 
were deletions coupled with point mutations or inser-
tions.   A Thymine to Guanine exchange at the second nu-
cleotide of codon 858 in exon 21 was found in 85% of the 
point mutations, leading to an exchange of Leucine for Ar-
ginine.  In summary, 91% of the EGFR mutations occurred 
as deletions around E746-A750 or as L858R point muta-
tions.  These two forms of mutations have come up in nu-
merous studies conducted in this area, proving to be 
strongly correlated with EGFR mutational Non-Small Cell 
Lung Cancer (NSCLC). 

Clinical Features Correlated to EGFR Aberration 

 As numerous studies were conducted, specific 
patterns of clinical and pathological features were found to 
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cysteine residues in β-sheet formation and are highly regu-
lated by numerous signal transduction pathways through-
out the cell (Yarden, Sliwkowski, 2001).  TGF-α is the most 
common ligand (Vealel, et. al. 1987).  Following EGFR bind-
ing, dimerization of EGFR occurs to form a homodimer 
with an identical receptor or to form a heterodimer with a 
different protein of the ErbB family (Isobe et. al. 
2005).  Heterodimers are stronger than homodimers with 
a smaller rate of ligand dissociation, increased period of tie 
at the cell surface, and increased mitogenic capabili-
ties.  Dimerization leads to autophosphorylation of Tyro-
sine residues of the cytoplasmic region of the protein it-
self.  The specific regions activated on the Kinase domain, 
and consequently the specific pathways activated, are de-
pendent on the ligand’s identity as well as EGFR’s dimeriza-
tion partner.  EGFR’s activation allows it to bind to cyto-
plasmic messenger proteins which initiate various signal 
transduction cascades resulting in cell proliferation, metas-
tasis, and apoptosis aversion (Yarden, Sliwkowski, 2001). 

Raf-MEK-ERK Mitogen-Activated Protein Kinase  
Cascade 

 The most common EGFR signal transduction path-
way is the Raf-MEK-ERK Mitogen-Activated Protein Kinase 
Cascade (Figure 2).  This cascade contains a set of its own 
mutations throughout the steps of the pathway which are 
leading causes of cancer as well.  Mammalian cascades 
involving Mitogen-Activated Protein Kinases (MAPK’s) are 
part of a three step signaling process.  The MAPK Kinase 
Kinase (MAPKKK) signals the MAP Kinase (MAPKK) which 
then signals the MAPK (Roberts, Der, 2007).  In the EGFR 
MAPK cascade, active EGFR stimulates Raf, the MAPKKK, 
through association with adaptor protein Grb2 which re-
cruits SOS-1 nucleotide exchange factors to the cell mem-
brane.  SOS-1 activates Ras proteins by exchanging the 
GDP bound to Ras for GTP.  The activated Ras recruits Raf 
to the cell membrane and activates it through a complex 
process involving phosphorylation (Friday, Adjei, 
2008).  The Raf MAPKKK phosphorylates and activates MEK 
1 and 2, the MAPKK’s, which phosphorylate the MAPK’s- 
Extracellular signal-regulated kinases (ERK 1 and 
2).  Activated ERK’s go on to regulate numerous proteins 
and transcription factors, resulting in cell proliferation and 
survival.  Although this pathway has previously been con-

sidered linear, in reality it involves many complex interac-
tions with other pathways which regulate the different 
steps, mainly Raf Activation.  Studies have shown that mu-
tations in each step along the path of this complex path-
way are present in a substantial percentage of cancers and 
other disorders.  This complexity can be demonstrated 
with an example involving EGFR.  EGFR is involved in the 
upstream and downstream regulation of the MAPK path-
way.  EGFR functions upstream by signaling the Ras protein 
in which case an EGFR mutation or over expression can 
cause hyperactivation of the MAPK pathway.  Additionally, 
one of the products of ERK signaling is TGF-α and other 
EGFR ligands whose over expression can lead to hyperacti-
vation of the pathway as well.  In order to combat the nu-
merous mutations which present themselves throughout 
this pathway, intense study and research is currently de-
voted to the development of Raf inhibitors, MEK inhibitors, 
Ras inhibitors, and EGFR inhibitors- our area of interest 
(Roberts, Der, 2007). 

EGFR Inhibitors 

 As a result of the large proportion of EGFR muta-
tions among Non Small Cell Lung Cancer, much effort has 
been devoted to the research and development of inhibi-
tor drugs which combat the neoplasia resulting from the 
over-expression of the EGFR proteins.  Novel target thera-
pies in the midst of development can aim at the specific 
EGFR oncogene as opposed to affecting all the cells in the 
body with chemotherapy, which has proven itself relatively 
ineffective in treatment of lung cancer (Vealel, et. al. 
1987).  Various research groups are exploring distinct 
methods of inhibiting the hyperactivity of the EGFR path-
way.  This inhibition is relatively harmless because the 
EGFR pathway does not play an essential role in the bodies 
of healthy adults, its inhibition causing a rash or diarrhea at 
most (Fukuoka, et. al. 2003).  Aside for the EGFR signal 
transduction pathway inhibitors discussed earlier, there 
are two forms of inhibitors of the EGF receptor itself cur-
rently in the form of marketable drugs.  These two forms 
of inhibitors are monoclonal antibodies and tyrosine kinase 
inhibitors.  Researchers are currently attempting to find 
the optimal combination of these two target therapies to-
gether with standard radiation and chemotherapy for each 
case of Lung Cancer.  Monoclonal antibodies, such as Ce-
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tuximab, are large molecules that act from outside of the 
cell.  These antibodies inhibit EGFR activation by binding 
close enough to the ligand-binding site that it can block the 
ligand from binding to the receptor (Friday, Adjei, 2008).   

 Our inhibition drugs of interest are Tyrosine Kinase 
Inhibitors.  Tyrosine kinase inhibitors are small molecules 
with the ability to move through the cell membrane in or-
der to interact with the cytoplasmic EGFR do-
main.  Tyrosine kinase inhibitors exhibit competitive inhibi-
tion, binding to the tyrosine residues of the EGF receptor, 
thereby blocking ATP from binding and activating the EGFR 
and its downstream effectors.  This inhibition of the EGFR 
pathway has demonstrated clinical response and has pro-
longed life expectancy of EGFR mutation patients.  It is be-
lieved that the tyrosine kinase inhibitors discontinue the 
translation of EGFR effectors which had induced cellular 
proliferation and metastasis, thereby reducing the exces-
sive cell growth present in the malignancy (Massutí, 
2003).  Furthermore, it was proposed that tyrosine kinase 
inhibition induces apoptotic cell death by upregulation of 
Bim, a pro-apoptotic protein.  Another strong possibility is 
that tyrosine kinase inhibitors induce cell death by inhib-
iting mTOR, an autophagy-inhibitor protein whose activity 
is normally increased by EGFR activity.  Autophagy is the 
process of which the cellular organelles are swallowed up 
by lysosomal vesicles, but this process is normally regulat-
ed by the EGFR pathway.  With the EGFR pathways halted, 
this inhibition is weakened and autophagy becomes more 
prevalent amongst the malignant cells causing the desired 
cell death (Markus, Alain, 2013). 

 Two TKI drugs currently on the market are Ge-
fitinib/Iressa and Erlotinib/Tarceva.  In the randomized, 
double blind, Phase II trial of Gefitinib, the results were 
promising.  Included in the study were 210 advanced 
NSCLC patients who had been treated with chemotherapy 
once or twice and had received platinum treatment.  They 
were chosen to receive a daily oral dose of either 250-mg 
or 500-mg Gefitinib.  Tumor response rates were approxi-
mately 19% and the symptom improvement rate of evalua-
ble patients was approximately 40%.  Adverse effects were 
minimal in both cases consisting main of diarrhea and skin 
rashes (Fukuoka, et. al. 2003). 

 The Erlotinib results seem optimistic as well.  The 

international phase III Erlotinib trial was randomized, dou-
ble blind, and placebo controlled with a 2:1 ratio of 150mg 
daily dose of Erlotinib to the placebo group.  The placebo 
was considered ethical because further chemotherapy 
would not have benefitted these patients whose first or 
second bout of chemotherapy had failed.  Response rate 
was around 9% in the group who received Erlotinib and 
less than 1% in the placebo group.  Median survival was 
prolonged by two months (Shepherd, et. al. 2005). 

EGFR Mutations 

 The control that EGFR contains over cell prolifera-
tion and metastasis makes it a key protein for oncogenic 
mutation.  Hyperactivity of the EGFR pathway in any step 
of its complex network can lead to neoplasia.  This can 
happen through mutation, over expression, or amplifica-
tion of EGFR, its ligands, or a protein involved in the EGFR 
pathway.   

In a study done in Japan (Kosaka, et. al. 2004), tumor sam-
ples were obtained from 277 randomly selected patients 
(Figure 3).  Exons 18-21, the first four exons that code for 
the Tyrosine Kinase domain, were amplified and under-
went molecular analysis, as these areas had been previous-
ly shown to contain the EGFR mutations in conducted stud-
ies.  Mutations in this area of the tumor’s EGFR gene were 
found in 111 patients (40%).  There were 52 in-frame dele-
tion mutations, 54 point mutations, and 5 duplication/
insertion mutations.  The deletions were all around the five 
amino acids ELREA from codons 746-750 of exon 
19.  Approximately half were simple deletions and half 
were deletions coupled with point mutations or inser-
tions.   A Thymine to Guanine exchange at the second nu-
cleotide of codon 858 in exon 21 was found in 85% of the 
point mutations, leading to an exchange of Leucine for Ar-
ginine.  In summary, 91% of the EGFR mutations occurred 
as deletions around E746-A750 or as L858R point muta-
tions.  These two forms of mutations have come up in nu-
merous studies conducted in this area, proving to be 
strongly correlated with EGFR mutational Non-Small Cell 
Lung Cancer (NSCLC). 

Clinical Features Correlated to EGFR Aberration 

 As numerous studies were conducted, specific 
patterns of clinical and pathological features were found to 
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be present in the lung cancer patients involved in the stud-
ies.  Female gender, non-smoking history, Asian descent, 
and Adenocarcinoma were all found to be directly related 
to EGFR mutations in NSCLC.  EGFR mutations are almost 
completely exclusive to adenocarcinomas in all conducted 
studies.  In the Japanese study, only one out of 111 EGFR 
mutated patients had nonadenocarcinoma.  In a similar 
study conducted in Italy (Marchetti, et. al.2005), EGFR mu-
tations were found exclusively in the adenocarcinoma pa-
tients.  Smoking history showed significantly high statistical 
correlation to EGFR mutations as well.  Fifty nine percent 
of the patients in the Italian study with mutated EGFR pro-
teins were nonsmokers and 41% were smokers or former 
smokers.  The study in Japan takes this smoking correlation 
a step further after completing more advanced statistical 
analysis solely on the Adenocarcinoma patients.   They di-
vided the smokers into three categories depending on the 
length of the period of time spent smoking, and it was dis-
covered that the higher the exposure to smoking, the low-
er the percentage of EGFR mutation was found in that sub-
group of patients, refuting the hypothesis that smoking is 
related to NSCLC. 

 In terms of gender, in both the Japanese and Ital-
ian studies as well as numerous other studies conducted 
on this subject, the females were a significantly larger per-
centage of the NSCLC patients found with the EGFR muta-
tion.  However, because female patients are usually non-
smokers as well as Adenocarcinoma type cancer patients, 
the Japanese study performed logistic regression analysis 
to determine if gender contributed independently to EGFR 
mutation.  The result demonstrated that only Adenocarci-
noma histology and smoking status contributed inde-
pendently to EGFR mutation, while female gender was an 
outcome of the other features that were present amongst 
females in a higher percentage than males.  Similar results 
were found in many other studies as well.  Furthermore, 
an added observation was made on the small number of 
patients under the age of 50, menopause age in Japan.  It 
was found that the EGFR mutation in these younger pa-
tients did not lean toward the female gender, further dis-
counting theories of hormonal activity affecting the EGFR 
protein in females. 

 Japanese NSCLC patients were confirmed numer-

ous times for having a higher proportion of EGFR mutation 
than American NSCLC patients (Kosaka, et. al. 
2004).  However, this feature is likely a result of other com-
monly found features in Asian populations.  There are a 
significantly lower percentage of NSCLC patients with a 
history of smoking in Japan than in America.  In the Japa-
nese study, 83% of the female and 10% of the male pa-
tients were non-smokers, which is typical of Japanese pa-
tients.  The conductors of this study note that in a parallel 
American study, however, 15% of the female and 6% of 
the male patients were never-smokers.  These results were 
characteristic of many studies which evaluated American 
versus Asian smoking history. 

Discussion 

There has been great success in the area of EGFR target 
therapy, as well as with target therapy in general as a cure 
for cancer.  However, in order to continue in the path to-
ward success, clearer biomarkers must be established 
which can help to narrow down the population to which 
the drug is originally administered.  Currently, the percent-
age of response to EGFR TKI’s is only around 10% 
(Fukuoka, et. al. 2003, Shepherd,et. al.  2005).  The current 
goal of the ongoing research in this area is to hone in on 
this 10% of patients, using research and experimentation 
to solve the mystery of their success.  Eventually, as the 
response to each target therapy is clearly understood, 
each patient will be given his or her optimal drug combina-
tion, and greater response rates will be seen with cancer 
patients worldwide. 

 An integral step toward this goal is the determina-
tion of objective patient features for each target therapy 
which will signal success (or failure) in the inhibition of the 
gene of interest.  A standard, quantitative scoring system 
for assessment must be established to determine if the 
target therapy is, in actuality, blocking what it was intend-
ed to block and if that blockage elicits a positive clinical 
response.  New technology is being developed to assist the 
research in this area such as cDNA Arrays which will allow 
the identification of genes regulated by anti-EGFR thera-
pies.   Protein Arrays could be used to explore the proteins 
involved in the EGFR pathways (Baselga, Arteaga, 2005). 

 Once clear signs of drug success have been estab-
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lished, it is necessary to explore the correlation between 
clinical-pathological patient biomarkers and drug success 
(or failure).  Research is being conducted to explore the 
patterns of clinical patient features which are more preva-
lent among patients who responded to the drug.  The two 
forms of biomarkers being researched amongst NSCLC pa-
tients are genetics and clinical characteristics.  The genetic 
sequence mutations amongst EGFR NSCLC patients are 
somewhat clear.  The two main mutations are the E746-
A750 deletion as well as the L858R point mutation. Howev-
er, the clinical patient features commonly prevalent in 
EGFR mutation patients must be examined further.  In or-
der to accomplish this goal, there are those who believe 
that a “No tissue-No trial” rule should be enacted in which 
a patient whose molecules of interest are unclear in the 
tissue would be excluded from the trial.  This way, only 
patients who will help research further its goal of establish-
ing a connection between drug response and biomarkers 
would be granted the drug (Baselga, Arteaga, 2005). 

 In terms of clinical features, it seems that the two 
characteristics which independently correlate to EGFR mu-
tation are adenocarcinoma type cancer and non-smoking 
history.  Female gender prevalence in drug response is a 
likely outcome of its correlation to Adenocarcinoma and 
non-smoking history.   The results of the logistic regression 
analysis in many studies and trials did not point to female 
gender with an independent correlation to drug re-
sponse.  Additionally, the analysis of the pre-menopause 
patients in the Japanese study points to the same conclu-
sion; female gender does not independently correlate with 
EGFR inhibition response rate.  In the Gefitinib trial, no 
pharmacokinetic differences were found between men and 
women (Fukuoka, et. al. 2003). 

 The prevalence of drug response in Asian popula-
tions does not hold its own when scrutinized with more 
complex methods of statistical analysis.  Upon observing a 
higher response rate for Japanese patients in the Gefitinib 
trial, a pharmacokinetic analysis was conducted which did 
not reveal any differences between Japanese and non-
Japanese patients.  Additionally, after an extremely com-
plex logistic analysis with multiple variables involved, Asian 
descent response rates were not considered statistically 
significant (Fukuoka, et. al. 2003). 

 However, the connection between EGFR mutation 
and the independent characteristics of adenocarcinoma 
and smoking history are pretty firmly established.  Fukuoka 
(2003) postulates that the slow growth of adenocarcino-
mas may lend itself to successful drug response.   

Conclusion 

 The true link between prevalent clinical traits and 
drug response rate can only be understood with a deeper 
understanding of the complex EGFR network of signal 
transduction pathways and cross talk found amongst them. 
This will be possible with the use of technology such as 
genetic and protein arrays as well as analysis of future 
studies.  This understanding, coupled with the knowledge 
of clear biomarkers, will allow for target drug administra-
tion to specific populations and higher response rates in 
EGFR inhibitor drugs.  Target cancer drugs will eventually 
be administered to the small percentage of the population 
who will likely respond to the drug, thereby efficiently cre-
ating a higher success rate of target therapy. 
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be present in the lung cancer patients involved in the stud-
ies.  Female gender, non-smoking history, Asian descent, 
and Adenocarcinoma were all found to be directly related 
to EGFR mutations in NSCLC.  EGFR mutations are almost 
completely exclusive to adenocarcinomas in all conducted 
studies.  In the Japanese study, only one out of 111 EGFR 
mutated patients had nonadenocarcinoma.  In a similar 
study conducted in Italy (Marchetti, et. al.2005), EGFR mu-
tations were found exclusively in the adenocarcinoma pa-
tients.  Smoking history showed significantly high statistical 
correlation to EGFR mutations as well.  Fifty nine percent 
of the patients in the Italian study with mutated EGFR pro-
teins were nonsmokers and 41% were smokers or former 
smokers.  The study in Japan takes this smoking correlation 
a step further after completing more advanced statistical 
analysis solely on the Adenocarcinoma patients.   They di-
vided the smokers into three categories depending on the 
length of the period of time spent smoking, and it was dis-
covered that the higher the exposure to smoking, the low-
er the percentage of EGFR mutation was found in that sub-
group of patients, refuting the hypothesis that smoking is 
related to NSCLC. 

 In terms of gender, in both the Japanese and Ital-
ian studies as well as numerous other studies conducted 
on this subject, the females were a significantly larger per-
centage of the NSCLC patients found with the EGFR muta-
tion.  However, because female patients are usually non-
smokers as well as Adenocarcinoma type cancer patients, 
the Japanese study performed logistic regression analysis 
to determine if gender contributed independently to EGFR 
mutation.  The result demonstrated that only Adenocarci-
noma histology and smoking status contributed inde-
pendently to EGFR mutation, while female gender was an 
outcome of the other features that were present amongst 
females in a higher percentage than males.  Similar results 
were found in many other studies as well.  Furthermore, 
an added observation was made on the small number of 
patients under the age of 50, menopause age in Japan.  It 
was found that the EGFR mutation in these younger pa-
tients did not lean toward the female gender, further dis-
counting theories of hormonal activity affecting the EGFR 
protein in females. 

 Japanese NSCLC patients were confirmed numer-

ous times for having a higher proportion of EGFR mutation 
than American NSCLC patients (Kosaka, et. al. 
2004).  However, this feature is likely a result of other com-
monly found features in Asian populations.  There are a 
significantly lower percentage of NSCLC patients with a 
history of smoking in Japan than in America.  In the Japa-
nese study, 83% of the female and 10% of the male pa-
tients were non-smokers, which is typical of Japanese pa-
tients.  The conductors of this study note that in a parallel 
American study, however, 15% of the female and 6% of 
the male patients were never-smokers.  These results were 
characteristic of many studies which evaluated American 
versus Asian smoking history. 

Discussion 

There has been great success in the area of EGFR target 
therapy, as well as with target therapy in general as a cure 
for cancer.  However, in order to continue in the path to-
ward success, clearer biomarkers must be established 
which can help to narrow down the population to which 
the drug is originally administered.  Currently, the percent-
age of response to EGFR TKI’s is only around 10% 
(Fukuoka, et. al. 2003, Shepherd,et. al.  2005).  The current 
goal of the ongoing research in this area is to hone in on 
this 10% of patients, using research and experimentation 
to solve the mystery of their success.  Eventually, as the 
response to each target therapy is clearly understood, 
each patient will be given his or her optimal drug combina-
tion, and greater response rates will be seen with cancer 
patients worldwide. 

 An integral step toward this goal is the determina-
tion of objective patient features for each target therapy 
which will signal success (or failure) in the inhibition of the 
gene of interest.  A standard, quantitative scoring system 
for assessment must be established to determine if the 
target therapy is, in actuality, blocking what it was intend-
ed to block and if that blockage elicits a positive clinical 
response.  New technology is being developed to assist the 
research in this area such as cDNA Arrays which will allow 
the identification of genes regulated by anti-EGFR thera-
pies.   Protein Arrays could be used to explore the proteins 
involved in the EGFR pathways (Baselga, Arteaga, 2005). 

 Once clear signs of drug success have been estab-
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lished, it is necessary to explore the correlation between 
clinical-pathological patient biomarkers and drug success 
(or failure).  Research is being conducted to explore the 
patterns of clinical patient features which are more preva-
lent among patients who responded to the drug.  The two 
forms of biomarkers being researched amongst NSCLC pa-
tients are genetics and clinical characteristics.  The genetic 
sequence mutations amongst EGFR NSCLC patients are 
somewhat clear.  The two main mutations are the E746-
A750 deletion as well as the L858R point mutation. Howev-
er, the clinical patient features commonly prevalent in 
EGFR mutation patients must be examined further.  In or-
der to accomplish this goal, there are those who believe 
that a “No tissue-No trial” rule should be enacted in which 
a patient whose molecules of interest are unclear in the 
tissue would be excluded from the trial.  This way, only 
patients who will help research further its goal of establish-
ing a connection between drug response and biomarkers 
would be granted the drug (Baselga, Arteaga, 2005). 

 In terms of clinical features, it seems that the two 
characteristics which independently correlate to EGFR mu-
tation are adenocarcinoma type cancer and non-smoking 
history.  Female gender prevalence in drug response is a 
likely outcome of its correlation to Adenocarcinoma and 
non-smoking history.   The results of the logistic regression 
analysis in many studies and trials did not point to female 
gender with an independent correlation to drug re-
sponse.  Additionally, the analysis of the pre-menopause 
patients in the Japanese study points to the same conclu-
sion; female gender does not independently correlate with 
EGFR inhibition response rate.  In the Gefitinib trial, no 
pharmacokinetic differences were found between men and 
women (Fukuoka, et. al. 2003). 

 The prevalence of drug response in Asian popula-
tions does not hold its own when scrutinized with more 
complex methods of statistical analysis.  Upon observing a 
higher response rate for Japanese patients in the Gefitinib 
trial, a pharmacokinetic analysis was conducted which did 
not reveal any differences between Japanese and non-
Japanese patients.  Additionally, after an extremely com-
plex logistic analysis with multiple variables involved, Asian 
descent response rates were not considered statistically 
significant (Fukuoka, et. al. 2003). 

 However, the connection between EGFR mutation 
and the independent characteristics of adenocarcinoma 
and smoking history are pretty firmly established.  Fukuoka 
(2003) postulates that the slow growth of adenocarcino-
mas may lend itself to successful drug response.   

Conclusion 

 The true link between prevalent clinical traits and 
drug response rate can only be understood with a deeper 
understanding of the complex EGFR network of signal 
transduction pathways and cross talk found amongst them. 
This will be possible with the use of technology such as 
genetic and protein arrays as well as analysis of future 
studies.  This understanding, coupled with the knowledge 
of clear biomarkers, will allow for target drug administra-
tion to specific populations and higher response rates in 
EGFR inhibitor drugs.  Target cancer drugs will eventually 
be administered to the small percentage of the population 
who will likely respond to the drug, thereby efficiently cre-
ating a higher success rate of target therapy. 
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